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## Preface

With the availability of Big Data, one may have more information to identify the underlying causality of economic relationship or forecast important macroeconomic variables or indicators. However, when large volume of data is involved, large dimension could be an issue in the statistical inference of traditional regression models. This book is motivated by the recent development in panel data models with large individuals/countries ( $n$ ) and large amount of observations over time $(T)$. It introduces testing for crosssectional dependence and structural breaks in large panels. This book also summarizes important advancement in estimating factor-augmented panel data models and group patterns in panels in recent literature.

This book can be considered complementary to popular panel data econometrics textbooks such as Baltagi (2013), Hsiao (2014) and Pesaran (2015). It is designed for high-level graduate courses in econometrics and statistics. It can be used as a reference for researchers. In specific, Chapters 2 and 4 drew heavily from our published works with Badi H. Baltagi. Chapters 3 and 5 summarize important methods from the recent literature.

We would like to thank Badi H. Baltagi for his collaborative work that stimulated our interest in writing this book. We would also like to thank Kunpeng Li for sharing his code, which is used to produce empirical results in Chapter 3. Wei Wang and Mengying Yuan are also acknowledged for helping read the drafts and research assistance. We also wish to thank World Scientific Publishing for giving us the opportunity to undertake this work.

As a personal note, the authors would like to thank their family members. Chihwa thanks his wife Ivy Liu who convinced him of the need for writing this book. Qu wishes to thank his loving wife and parents. The completion of this book would not have been possible without their support.
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## Chapter 1

## Introduction

This book is motivated by the recent development in high-dimensional panel data models with large amount of individuals/countries $(n)$ and observations over time $(T)$. Specifically, it introduces four important research topics in large panels, including testing for cross-sectional dependence, estimation of factor-augmented panel data models, structural changes and group patterns in panels in the following four chapters. To address these issues, we examine the properties of traditional tests and estimators in largedimensional setup. In addition, we also take advantage of some techniques in Random Matrix Theory and Machine Learning.

Chapter 2 covers testing for cross-sectional dependence in panel data regression models with large $n$ and large $T$. Cross-sectional dependence, described as the interaction between cross-sectional units (e.g., households, firms and states, etc.), has been well discussed in the spatial econometrics literature. Intuitively, dependence across "space" can be regarded as the counterpart of serial correlation in time series. It could arise from the behavioral interaction between individuals, e.g., imitation and learning among consumers in a community, or firms in the same industry. This has been widely studied in game theory and industrial organization. It could also be due to unobservable common factors or common shocks popular in macroeconomics.

In recent literature, cross-sectional dependence among individuals is a concern when $n$ is large. As serial correlation in time-series analysis, the
cross-sectional of dependence/correlation leads to efficiency loss for least squares and invalidates conventional $t$-tests and $F$-tests which use standard variance-covariance estimators. In some cases, it could potentially result in inconsistent estimators (Lee, 2002; Andrews, 2005). Several estimators have been proposed to deal with cross-sectional dependence, including the popular spatial methods (Anselin, 1988; Anselin and Bera, 1998; Kelejian and Prucha, 1999; Kapoor, Kelejian and Prucha, 2007; Lee, 2007; Lee and Yu, 2010), and factor models in panel data (Pesaran, 2006, Kapetanios, Pesaran and Yamagata, 2011; Bai, 2009). However, before imposing any structure on the disturbances of our model, it may be wise to test the existence of cross-sectional dependence.

There has been a lot of work on testing for cross-sectional dependence in the spatial econometrics literature, see Anselin and Bera (1998) for crosssectional data and Baltagi, Song and Koh (2003) for panel data, to mention a few. The latter derives a joint Lagrange multiplier (LM) test for the existence of spatial error correlation as well as random region effects in a panel data regression model. Panel data provide richer information on the covariance matrix of the errors than cross-sectional data. This is especially relevant for the off-diagonal elements which are of particular importance in determining cross-sectional dependence. With panel data one can test for cross-sectional dependence without imposing ad hoc specifications on the error structure generating the covariance matrix, e.g., the spatial autoregressive model in the spatial literature, or the single or multiple factor structures imposed on the errors in the macro literature. Ng (2006) and Pesaran (2004) propose two test procedures based on the sample covariance matrix in panel data. Ng (2006) develops a test tool using spacing method in a panel model. Pesaran (2004) proposes a cross-sectional dependence (CD) test using the pairwise average of the off-diagonal sample correlation coefficients in a seemingly unrelated regressions model. The CD test is closely related to the $R_{\text {AVE }}$ test statistic advanced by Frees (1995). Unlike the traditional Breusch-Pagan (1980) LM test, the CD test is applicable for a large number of cross-sectional units $(n)$ observed over $T$ time periods. In Pesaran (2015), the CD test is interpreted as a test for weak cross-sectional dependence. Sarafidis, Yamagata and Robertson (2009) develop a test for cross-sectional dependence based on Sargan's difference test in a linear dynamic panel data model, in which the error cross-sectional dependence is modeled by a multifactor structure. Hsiao, Pesaran and Pick (2012) propose a LM-type test for nonlinear panel data
models. For a recent survey of some cross-sectional dependence tests in panels, see Moscone and Tosetti (2009). Baltagi, Feng and Kao (2011) propose a test for sphericity following John (1972) and Ledoit and Wolf (2002) in the statistics literature. Sphericity means that the variancecovariance matrix is proportional to the identity matrix. The rejection of the null could be due to cross-sectional dependence or heteroskedasticity or both.

Based on Baltagi, Feng and Kao (2012), Chapter 2 discusses testing procedures in the fixed effects panel data models, including static and dynamic cases. It is well known that the standard Breusch and Pagan (1980) LM test for cross-equation correlation in a SUR model is not appropriate for testing cross-sectional dependence in panel data models when $n$ is large and $T$ is small. We derive the asymptotic bias of this scaled version of the LM test in the context of a fixed effects panel data model. This asymptotic bias is found to be a constant related to $n$ and $T$, which suggests a simple bias corrected LM test for the null hypothesis.

There are two ways of modeling cross-sectional dependence: spatial models and factor models. In Chapter 3, we introduce three leading approaches of estimating large panel data regression models with an error factor structure: the common correlated effects (CCE) approach proposed by Pesaran (2006), Bai's (2009) iterated principal components (IPC) approach and the maximum likelihood estimation (MLE) method proposed by Bai and Li (2014). The use of these approaches is illustrated by an empirical example in the context of the productivity of infrastructure investment in China.

Chapter 4 examines the issue of structural changes in large panel data regression models. In the literature on panel data models with large time dimension, e.g., Kao (1999), Phillips and Moon (1999), Hahn and Kuersteiner (2002), Alvarez and Arellano (2003), Phillips and Sul (2007), Pesaran and Yamagata (2008), Hayakawa (2009), to name a few, the implicit assumption is that the slope coefficients are constant over time. However, due to policy implementation or technological shocks, structural breaks are possible especially for panels with a long time span. Consequently, ignoring structural breaks may lead to inconsistent estimation and invalid inference.

Based on Baltagi, Feng and Kao (2016, 2019), Chapter 4 extends Pesaran's (2006) work on CCE estimators for large heterogeneous panels with a general multifactor error structure by allowing for unknown common structural breaks in slopes and unobserved factor structure. We propose
a general framework that includes heterogeneous panel data models and structural break models as special cases. The least squares method proposed by Bai $(1997 a, 2010)$ is applied to estimate the common change points, and the consistency of the estimated change points is established. We find that the CCE estimators have the same asymptotic distribution as if the true change points were known. Additionally, Monte Carlo simulations are used to verify the main findings.

By considering both cross-sectional dependence and structural breaks in a general panel data model, this chapter also contributes to the change point literature in several ways. First, it extends Bai's (1997a) time-series regression model to heterogeneous panels, showing that the consistency of estimated change points can be achieved with the information along the cross-sectional dimension. This result confirms the findings of Bai (2010) and Kim (2011). Second, it also enriches the analysis of common breaks of Bai (2010) and Kim (2011) in a panel mean-shift model and a panel deterministic time trend model by extending them to a regression model using panel data. This makes it possible to allow for structural breaks and cross-sectional dependence in empirical work using panel regressions. In particular, our methods can be applied to regression models using large stationary panel data, such as country-level panels and state/provinciallevel panels.

Regarding estimating common breaks in panels, Feng, Kao and Lazarova (2009) and Baltagi, Kao and Liu (2012) also show the consistency of the estimated change point in a simple panel regression model. Hsu and Lin (2012) examine the consistency properties of the change point estimators for nonstationary panels. More recently, Qian and Su (2016) and Li, Qian and Su (2016) study the estimation and inference of common breaks in panel data models with and without interactive fixed effects using Lasso-type methods. Westerlund (2019) establishes the consistency of least squares estimator of break point in a mean-shift model with fixed $T$, using the CCE approach to deal with unobserved error factors. In terms of detecting structural breaks in panels, some recent literature includes Horváth and Hušková (2012) in a panel mean-shift model with and without cross-sectional dependence, De Wachter and Tzavalis (2012) in dynamic panels, and Pauwels, Chan and Mancini-Griffoli (2012) in heterogeneous panels, Oka and Perron (2018) in multiple equation systems, to name a few.

Chapter 5 studies heterogeneity and grouping issues in large dimensional panel data models. When a large number of individuals/countries are involved in the regression, it is costly to allow for individual unobserved
heterogeneity, for example, fixed effects, which may lead to incidental parameter problem in the regression. One way to balance between modeling heterogeneity and incidental parameters is grouping. With within-group homogeneity and cross-group difference, we can still allow for a certain degree of heterogeneity and avoid incidental parameter problem.
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## Chapter 2

## Tests for Cross-Sectional Dependence in Fixed Effects Panel Data Models

In recent literature, cross-sectional dependence among individuals is a concern when $n$ is large. As serial correlation in time-series analysis, the crosssectional of dependence/correlation could invalidate inference. In some cases, it could even render inconsistent estimation. This chapter discusses testing procedures in the fixed effects panel data models, including static and dynamic cases.

In the fixed $n$ case and as $T \rightarrow \infty$, the Breusch and Pagan's (1980) LM test can be applied to test for the cross-sectional dependence in panels. Under the null hypothesis of cross-sectional independence in errors, the test statistic is asymptotically Chi-square distributed with $n(n-1) / 2$ degrees of freedom. However, this test is not applicable when $n \rightarrow \infty$. Therefore, Pesaran (2004) proposes a scaled version of this LM test, denoted by $\mathrm{CD}_{\mathrm{lm}}$ which has a $N(0,1)$ distribution as $T \rightarrow \infty$ first, followed by $n \rightarrow \infty$. As pointed out by Pesaran (2004), the $\mathrm{CD}_{\mathrm{lm}}$ test is not correctly centered at zero for finite $T$ and is likely to exhibit large size distortions as $n$ increases. To solve this problem, Pesaran (2004) proposes a diagnostic test based on the average of the sample correlations, which he denotes by the CD test, and this is valid for large $n$. Additionally, Pesaran, Ullah and Yamagata (2008) develop a bias-adjusted LM test using finite sample approximations in the context of a heterogeneous panel model.

Based on Baltagi, Feng and Kao (2012), this chapter introduces tests for cross-sectional dependence in panel data models. In specific, we derive
the asymptotic bias of this scaled version of the LM test in the context of a fixed effects homogeneous panel data model. Because it is based on the fixed effects residuals, we denote it by $\mathrm{LM}_{\mathrm{P}}$ to distinguish it from $\mathrm{CD}_{\mathrm{lm}}$. The asymptotic bias of $\mathrm{LM}_{\mathrm{P}}$ is found to be a constant related to $n$ and $T$, suggesting a simple bias corrected LM test for the null hypothesis. This chapter differs from the bias-adjusted LM test of Pesaran, Ullah and Yamagata (2008) in that the latter assumes a heterogeneous panel data model, whereas this chapter assumes a fixed effects homogeneous panel data model. Also, the bias correction derived in this chapter is based on asymptotic results as $(n, T) \rightarrow \infty$, while the bias adjustment in Pesaran, Ullah and Yamagata (2008) is obtained using finite sample approximation. Phillips and Moon (1999) provide regression limit theory for panels with $(n, T) \rightarrow \infty$. Here, we adopt the asymptotics used in the statistics literature for high-dimensional inference, see Ledoit and Wolf (2002) and Schott (2005), to mention a few. This literature usually deals with multivariate normal distributed variables where the number of variables (in our case $n$ ) is comparably as large as the sample size $(T)$. We find that under this joint asymptotics framework with $(n, T) \rightarrow \infty$ simultaneously, the limiting distribution of the $\mathrm{LM}_{\mathrm{P}}$ statistic is not standard normal under the assumption of a fixed effects model. Consequently, it can suffer from large size distortions.

The organization of this chapter is as follows. Section 2.1 reviews several LM tests for cross-sectional dependence in the literature. Section 2.2 derives the limiting distribution of the $\mathrm{LM}_{\mathrm{P}}$ test in the raw data case. Section 2.3 derives a bias-corrected LM test in the context of a fixed effects model. In Section 2.4, we show that the proposed bias-corrected LM test can be extended to the dynamic panel data model. Section 2.5 reports the size and power of the tests for cross-sectional dependence using Monte Carlo experiments. Section 2.6 reviews the recent development in this topic. The technical details are included in Section 2.7.

### 2.1. LM Tests for Cross-Sectional Dependence

Consider the heterogeneous panel data model:

$$
\begin{equation*}
y_{i t}=x_{i t}^{\prime} \beta_{i}+u_{i t}, \quad \text { for } i=1, \ldots, n ; t=1, \ldots, T \tag{2.1}
\end{equation*}
$$

where $i$ indexes the cross-sectional units and $t$ the time-series observations. $y_{i t}$ is the dependent variable and $x_{i t}$ denotes the exogenous regressors of dimension $k \times 1$ with slope parameters $\beta_{i}$ that are allowed to vary across i. $u_{i t}$ is allowed to be cross-sectionally dependent but is uncorrelated with
$x_{i t}$. Let $U_{t}=\left(u_{1 t}, \ldots, u_{n t}\right)^{\prime}$. The $n \times 1$ vectors $U_{1}, U_{2}, \ldots, U_{T}$ are assumed i.i.d. $N\left(0, \Sigma_{u}\right)$ over time. Let $\sigma_{i j}$ be the $(i, j)$ th element of the $n \times n$ matrix $\Sigma_{u}$. The errors $u_{i t}$ are cross-sectionally dependent if $\Sigma_{u}$ is nondiagonal, i.e., $\sigma_{i j} \neq 0$ for $i \neq j$. The null hypothesis of cross-sectional independence can be written as

$$
H_{0}: \sigma_{i j}=0 \quad \text { for } i \neq j
$$

or equivalently as

$$
\begin{equation*}
H_{0}: \rho_{i j}=0 \quad \text { for } i \neq j \tag{2.2}
\end{equation*}
$$

where $\rho_{i j}$ is the correlation coefficient of the errors with $\rho_{i j}=\frac{\sigma_{i j}}{\sqrt{\sigma_{i}^{2} \sigma_{j}^{2}}}$. Under the alternative hypothesis, there is at least one nonzero correlation coefficient $\rho_{i j}$, i.e., $H_{a}: \rho_{i j} \neq 0$ for some $i \neq j$.

The OLS estimator of $y_{i t}$ on $x_{i t}$ for each $i$, denoted by $\hat{\beta}_{i}$, is consistent. The corresponding OLS residuals $\hat{u}_{i t}$ defined by $\hat{u}_{i t}=y_{i t}-x_{i t}^{\prime} \hat{\beta}_{i}$ are used to compute the sample correlation $\breve{\rho}_{i j}$ as follows:

$$
\begin{equation*}
\breve{\rho}_{i j}=\left(\sum_{t=1}^{T} \hat{u}_{i t}^{2}\right)^{-1 / 2}\left(\sum_{t=1}^{T} \hat{u}_{j t}^{2}\right)^{-1 / 2} \sum_{t=1}^{T} \hat{u}_{i t} \hat{u}_{j t} \tag{2.3}
\end{equation*}
$$

In the fixed $n$ case and as $T \rightarrow \infty$, the Breusch and Pagan's (1980) LM test can be applied to test for the cross-sectional dependence in heterogeneous panels. In this case, it is given by

$$
\mathrm{LM}_{\mathrm{BP}}=T \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \breve{\rho}_{i j}^{2} .
$$

This is asymptotically distributed under the null as a $\chi^{2}$ with $n(n-1) / 2$ degrees of freedom. However, this Breusch-Pagan LM test statistic is not applicable when $n \rightarrow \infty$. In this case, Pesaran (2004) proposes a scaled version of the $\mathrm{LM}_{\mathrm{BP}}$ test given by

$$
\begin{equation*}
\mathrm{CD}_{\operatorname{lm}}=\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(T \breve{\rho}_{i j}^{2}-1\right) \tag{2.4}
\end{equation*}
$$

Pesaran (2004) shows that $\mathrm{CD}_{\operatorname{lm}}$ is asymptotically distributed as $N(0,1)$, under the null, with $T \rightarrow \infty$ first, and then $n \rightarrow \infty$. However, as pointed out by Pesaran (2004), for finite $T, E\left[T \breve{\rho}_{i j}^{2}-1\right]$ is not correctly centered at zero, and with large $n$, the incorrect centering of the $\mathrm{CD}_{\operatorname{lm}}$ statistic is likely to be accentuated. Thus, the standard normal distribution may be a bad approximation of the null distribution of the $\mathrm{CD}_{\operatorname{lm}}$ statistic in finite
samples, and using the critical values of a standard normal may lead to big size distortion. Using finite sample approximation, Pesaran, Ullah and Yamagata (2008) rescale and recenter the $\mathrm{CD}_{\mathrm{lm}}$ test. The new LM test, denoted as PUY's LM test, is given by

$$
\begin{equation*}
\text { PUY's LM }=\sqrt{\frac{2}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{(T-k) \breve{\rho}_{i j}^{2}-\mu_{T i j}}{\sigma_{T i j}}, \tag{2.5}
\end{equation*}
$$

where

$$
\mu_{T i j}=\frac{1}{T-k} \operatorname{tr}\left[E\left(M_{i} M_{j}\right)\right]
$$

is the exact mean of $(T-k) \breve{\rho}_{i j}^{2}$ and

$$
\sigma_{T i j}^{2}=\left\{\operatorname{tr}\left[E\left(M_{i} M_{j}\right)\right]\right\}^{2} a_{1 T}+2 \operatorname{tr}\left\{E\left[\left(M_{i} M_{j}\right)^{2}\right]\right\} a_{2 T}
$$

is its exact variance. Here

$$
\begin{aligned}
& a_{1 T}=a_{2 T}-\frac{1}{(T-k)^{2}} \\
& a_{2 T}=3\left[\frac{(T-k-8)(T-k+2)+24}{(T-k+2)(T-k-2)(T-k-4)}\right]^{2}
\end{aligned}
$$

and $M_{i}=I-X_{i}\left(X_{i}^{\prime} X_{i}\right)^{-1} X_{i}^{\prime}$, where $X_{i}=\left(x_{i 1}, \ldots, x_{i T}\right)^{\prime}$ contains $T$ observations on the $k$ regressors for the $i$ th individual regression. PUY's LM is asymptotically distributed as $N(0,1)$, under the null, with $T \rightarrow \infty$ first, and then $n \rightarrow \infty$.

This chapter considers the fixed effects homogeneous panel data model

$$
\begin{equation*}
y_{i t}=\alpha+x_{i t}^{\prime} \beta+\mu_{i}+v_{i t}, \quad \text { for } i=1, \ldots, n ; t=1, \ldots, T \tag{2.6}
\end{equation*}
$$

where $\mu_{i}$ denotes the time-invariant individual effect. The $k \times 1$ regressors $x_{i t}$ could be correlated with $\mu_{i}$, but are uncorrelated with the idiosyncratic error $v_{i t}$. This is a standard model in the applied panel data literature and differs from (2.1) in that the $\beta_{i}^{\prime}$ 's are the same, and heterogeneity is introduced through the $\mu_{i}^{\prime}$ 's. The intercept $\alpha$ appears explicitly so that the regressor vector $x_{i t}$ includes only time-variant variables. Throughout our derivations for the fixed effects model, we require the following assumptions.

Assumption 2.1. $\frac{n}{T} \rightarrow c \in(0, \infty)$ as $(n, T) \rightarrow \infty$.
$c$ is a nonzero bounded constant. This assumption approximates the case where the dimension $n$ is comparably as large as $T$.

For a static panel data model, we assume the following.
Assumption 2.2. (i) The $n \times 1$ vectors of idiosyncratic disturbances $V_{t}=\left(v_{1 t}, \ldots, v_{n T}\right)^{\prime}, t=1, \ldots, T$, are i.i.d. $N\left(0, \Sigma_{\nu}\right)$ over time; (ii) $E\left[v_{i t} \mid x_{i 1}, \ldots, x_{i T}\right]=0$ and $E\left[v_{i t} \mid x_{j 1}, \ldots, x_{j T}\right]=0, i=1, \ldots, n$, $t=1, \ldots, T$; (iii) For the demeaned regressors $\tilde{x}_{i t}=x_{i t}-\frac{1}{T} \sum_{s=1}^{T} x_{i s}$, $\frac{1}{T} \sum_{t=1}^{T} \tilde{x}_{i t}, \frac{1}{T} \sum_{t=1}^{T} \tilde{x}_{i t} \tilde{x}_{j t}^{\prime}$ are stochastic bounded for all $i=1, \ldots, n$ and $j=1, \ldots, n$, and $\lim _{(n, T) \rightarrow \infty} \frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T} \tilde{x}_{i t} \tilde{x}_{i t}^{\prime}$ exists and is nonsingular.

The normality assumption (Assumption 2.2(i)) may be strict but it is a standard assumption in the statistical literature and is also assumed by Pesaran, Ullah and Yamagata (2008). Other distributions will be examined for robustness checks in the Monte Carlo experiments. Assumption 2.2 (ii) is standard. Assumption 2.2(iii) excludes nonstationary or trending regressors. Under these assumptions, the within estimator $\tilde{\beta}$ is $\sqrt{n T}$-consistent. This estimator is obtained by regressing $\tilde{y}_{i t}=y_{i t}-\frac{1}{T} \sum_{s=1}^{T} y_{i s}$ on $\tilde{x}_{i t}$. The corresponding within residuals given by $\widehat{v}_{i t}=\tilde{y}_{i t}-\tilde{x}_{i t}^{\prime} \beta$ are used to compute the sample correlation $\hat{\rho}_{i j}$ as follows:

$$
\begin{equation*}
\hat{\rho}_{i j}=\left(\sum_{t=1}^{T} \widehat{v}_{i t}^{2}\right)^{-1 / 2}\left(\sum_{t=1}^{T} \hat{v}_{j t}^{2}\right)^{-1 / 2} \sum_{t=1}^{T} \hat{v}_{i t} \hat{v}_{j t} . \tag{2.7}
\end{equation*}
$$

For a dynamic panel data model with the lagged-dependent variable as a regressor, more assumptions are needed. We will discuss this case in Section 2.4.

The scaled version of the $\mathrm{LM}_{\mathrm{BP}}$ test suggested by Pesaran (2004) but now applied to the fixed effects model is given by

$$
\begin{equation*}
\mathrm{LM}_{\mathrm{P}}={\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(T \hat{\rho}_{i j}^{2}-1\right) . . . . . . .} \tag{2.8}
\end{equation*}
$$

This replaces $\breve{\rho}_{i j}$ with $\hat{\rho}_{i j}$ and it now tests the null given in (2.2) only applied to the remainder disturbance $v_{i t}$. In order to see this, let $u_{i t}=\mu_{i}+v_{i t}$ denote the disturbances in (2.6). The fixed effects estimator wipes out the individual effects, and that is why it does not matter whether the $\mu_{i}^{\prime}$ 's are correlated with the regressors or not. The test for no cross-sectional dependence of the disturbances given in (2.2) becomes a test for no cross-sectional dependence of the $v_{i t}$. This $\mathrm{LM}_{\mathrm{P}}$ test, for the fixed effects model (2.8), suffers
from the same problems discussed by Pesaran (2004) for the corresponding $\mathrm{CD}_{\mathrm{lm}}$ statistic (2.4) for the heterogeneous panel model. We show that it will exhibit substantial size distortions due to incorrect centering when $n$ is large. Unlike the finite sample adjustment in Pesaran, Ullah and Yamagata (2008), this chapter derives the asymptotic distribution of the $\mathrm{LM}_{\mathrm{P}}$ statistic under the null as $(n, T) \rightarrow \infty$, and proposes a bias corrected LM test. The asymptotics are done using the high-dimensional inference in the statistics literature, see Ledoit and Wolf (2002) and Schott (2005), to mention a few. Our derivation begins with the raw data case and then extends it to a fixed effects regression model. We find that in a fixed effects panel data model, after subtracting a constant that is a function of $n$ and $T$, the $\mathrm{LM}_{\mathrm{P}}$ test is asymptotically distributed, under the null, as a standard normal. Therefore, a bias-corrected LM test is proposed.

## 2.2. $\quad \mathrm{LM}_{\mathrm{P}}$ Test in the Raw Data Case

In the raw data case, the $n \times 1$ vectors $Z_{1}, Z_{2}, \ldots, Z_{T}$ are a random sample drawn from $N\left(0, \Sigma_{z}\right)$. The $t$ th observation $Z_{t}$ has $n$ components, $Z_{t}=\left(z_{1 t}, \ldots, z_{n t}\right)^{\prime}$. The null hypothesis of independence among these $n$ components is the same as (2.2) but now pertaining to $\Sigma_{z}$ rather than $\Sigma_{u}$. For fixed $n$, and as $T \rightarrow \infty$, the traditional LM test statistic is $T \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} r_{i j}^{2}$, which converges in distribution to $\chi_{n(n-1) / 2}^{2}$ under the null of independence. The sample correlation $r_{i j}$ is defined as

$$
\begin{equation*}
r_{i j}=\left(\sum_{t=1}^{T} z_{i t}^{2}\right)^{-1 / 2}\left(\sum_{t=1}^{T} z_{j t}^{2}\right)^{-1 / 2} \sum_{t=1}^{T} z_{i t} z_{j t} . \tag{2.9}
\end{equation*}
$$

However, as the dimension $n$ becomes as comparably large as $T$, this traditional LM test becomes invalid. A scaled LM test statistic

$$
\begin{equation*}
\mathrm{LM}_{z}={\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(T r_{i j}^{2}-1\right), ~(1)}^{(1)} \tag{2.10}
\end{equation*}
$$

is thus considered. This $\mathrm{LM}_{z}$ statistic (2.10) is closely related to the test statistic proposed by Schott (2005)

$$
\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} r_{i j}^{2}-\frac{n(n-1)}{2 T} .
$$

For high-dimensional data, as $n / T \rightarrow c \in(0, \infty)$, Schott (Theorem 1, 2005) shows that under the null of independence,

$$
\begin{equation*}
\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} r_{i j}^{2}-\frac{n(n-1)}{2 T} \xrightarrow{d} N\left(0, \lim _{(n, T) \rightarrow \infty} \frac{n(n-1)(T-1)}{T^{2}(T+2)}\right) \tag{2.11}
\end{equation*}
$$

or, equivalently, that

$$
\sqrt{\frac{T^{2}(T+2)}{n(n-1)(T-1)}}\left[\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} r_{i j}^{2}-\frac{n(n-1)}{2 T}\right] \xrightarrow{d} N(0,1) .
$$

Using Schott's (2005) result and the fact that

$$
\sqrt{\frac{T^{2}(T+2)}{n(n-1)(T-1)}}\left[\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} r_{i j}^{2}-\frac{n(n-1)}{2 T}\right]=\sqrt{\frac{T+2}{T-1}} \mathrm{LM}_{z},
$$

it is straightforward to infer that the limiting distribution of $\mathrm{LM}_{z}$ is $N(0,1)$ under the null. Srivastava (2005, Theorem 5.1) also derives the null limiting distribution of the $\mathrm{LM}_{z}$ statistic given in (2.10) using $T \rightarrow \infty$ and focusing on the case where $T=O\left(n^{\delta}\right)$ where $0<\delta \leq 1$.

### 2.3. A Bias-Corrected LM Test in a Fixed Effects Panel Data Model

This section derives the limiting distribution of the $\mathrm{LM}_{\mathrm{P}}$ test defined in (2.8). This tests the null of no cross-sectional dependence in the fixed effects regression model given in (2.6). The null hypothesis of no cross-sectional dependence is the same as (2.2) but now pertaining to $\Sigma_{\nu}$ rather than $\Sigma_{u}$.

Theorem 2.1. Under Assumptions 2.1, 2.2 and the null hypothesis of no cross-sectional dependence

$$
\mathrm{LM}_{\mathrm{P}}-\frac{n}{2(T-1)} \xrightarrow{d} N(0,1) .
$$

The key step of proof of Theorem 2.1 is provided in Section 2.7. The asymptotics are derived under the joint asymptotics of $(n, T) \rightarrow \infty$ with $n / T \rightarrow c \in(0, \infty)$.

Based on this result, this chapter proposes a bias-corrected LM test statistic given by

$$
\begin{align*}
\mathrm{LM}_{\mathrm{BC}} & =\mathrm{LM}_{\mathrm{P}}-\frac{n}{2(T-1)} \\
& =\sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(T \hat{\rho}_{i j}^{2}-1\right)-\frac{n}{2(T-1)}} . \tag{2.12}
\end{align*}
$$

Theorem 2.1 shows that, under the null, the limiting distribution of the bias-corrected LM test is standard normal.

Comparing $\mathrm{LM}_{\mathrm{P}}$ in the fixed effects model versus the corresponding $\mathrm{LM}_{z}$ in the raw data case, it is clear that $\mathrm{LM}_{\mathrm{P}}$ exhibits an asymptotic bias, while $\mathrm{LM}_{z}$ does not. The asymptotic bias in the fixed effect model results from the incidental parameter problem. Due to the presence of unobserved heterogeneity $\mu_{i}$, the idiosyncratic error $v_{i t}$ cannot be estimated accurately by the within residuals $\widehat{v}_{i t}=\tilde{y}_{i t}-\tilde{x}_{i t}^{\prime} \tilde{\beta}=v_{i t}-\frac{1}{T} \sum_{s=1}^{T} v_{i s}-\tilde{x}_{i t}^{\prime}(\tilde{\beta}-\beta)$. The second term $\frac{1}{T} \sum_{s=1}^{T} v_{i s}$, created by the within transformation to wipe out the unobserved heterogeneity $\mu_{i}$, is $O_{p}\left(\frac{1}{T}\right)$. Hence, the accuracy of the within residuals depends on $T$. For small $T$, the within residuals are inaccurate, and so are the sample correlations $\hat{\rho}_{i j}$ 's computed using the within residuals. For large $T$, the terms involved with odd power of $\frac{1}{T} \sum_{s=1}^{T} v_{i s}$ vanish due to the law of large numbers. However, the sum of a large number of squared terms of $\frac{1}{T} \sum_{s=1}^{T} v_{i s}$ cannot be ignored. The inaccuracy due to the within transformation accumulates in the sum of squared terms of the statistic with comparably large $n$ and $n / T \rightarrow c \in(0, \infty)$, consequently, resulting in asymptotic bias.

### 2.4. Dynamic Panel Data Models

In a dynamic panel data model

$$
\begin{equation*}
y_{i t}=\alpha+\xi y_{i, t-1}+x_{i t}^{\prime} \beta+\mu_{i}+v_{i t}, \quad \text { for } i=1, \ldots, n ; t=1, \ldots, T, \tag{2.13}
\end{equation*}
$$

where $y_{i, t-1}$ is the lagged-dependent variable. As documented by Nickell (1981), the within estimator is inconsistent for finite $T$ as $n \rightarrow \infty$. Various consistent estimators have been proposed in the literature, including Anderson and Hsiao (1981), Arellano and Bond (1991), Kiviet (1995), Bun and Carree (2005), Phillips and Sul (2007) etc., to name a few. For a detailed discussion, see Baltagi (2008). Recently, Hahn and Kuersteiner (2002) studied the asymptotic properties of the within estimator in a dynamic panel
model with fixed effects when $n$ and $T$ grow at the same rate. They show, after a bias-correction, the within estimator is $\sqrt{n T}$-consistent.

For the dynamic panel data model in (2.13), let us denote $\theta=\left(\xi, \beta^{\prime}\right)^{\prime}$. Based on the bias-corrected estimator $\widehat{\hat{\theta}}$ proposed by Hahn and Kuersteiner (2002), we can compute the within residuals $\widehat{v}_{i t}=\tilde{y}_{i t}-\left(\tilde{y}_{i, t-1}, \tilde{x}_{i t}^{\prime}\right) \widehat{\hat{\theta}}$ with $\tilde{y}_{i, t-1}=y_{i, t-1}-\frac{1}{T} \sum_{s=1}^{T} y_{i, s-1}$, and the corresponding sample correlations $\hat{\rho}_{i j}$ and the bias-corrected LM test statistic $\left(\mathrm{LM}_{\mathrm{BC}}\right)$. Theorem 1 of Hahn and Kuersteiner (2002) shows that the limiting distribution of $\sqrt{n T}(\tilde{\theta}-\theta)$, where $\tilde{\theta}$ denotes the within estimator, is not centered at zero when both $n$ and $T$ are large. Due to this noncentrality, we find in Monte Carlo experiments that the proposed bias-corrected LM test using the within estimator is oversized in micro panels when $n$ is much larger than $T$. This is why we use the bias-corrected estimator $\widehat{\hat{\theta}}$ proposed by Hahn and Kuersteiner (2002). We show that as long as $\widehat{\hat{\theta}}$ is $\sqrt{n T}$-consistent, the proposed $\mathrm{LM}_{\mathrm{BC}}$ test in the dynamic panel data model still has standard normal limiting distribution under the null. However, stronger assumptions are needed than the static panel data model.

Assumption 2.3. (i) $\sqrt{n T}(\widehat{\hat{\theta}}-\theta)=O_{p}(1)$; (ii) $|\xi|<1$; (iii) $\frac{1}{n} \sum_{i=1}^{n} y_{i, 0}^{2}=$ $O_{p}(1)$ and $\frac{1}{n} \sum_{i=1}^{n} \mu_{i}^{2}=O_{p}(1)$; (iv) $\frac{1}{T} \sum_{s=1}^{T} \sum_{\tau=1}^{s-1} \xi^{\tau-1} x_{i, s-\tau}=O_{p}(1)$ and $\frac{1}{T} \sum_{s=1}^{T} \sum_{\tau=1}^{s-1} \xi^{\tau-1} v_{i, s-\tau}=O_{p}\left(T^{-1 / 2}\right)$.

Assumption 2.3(iii) is the same as condition 4(iv) in Hahn and Kuersteiner (2002). It implies $y_{i, 0}=O_{p}(1)$ and $\mu_{i}=O_{p}(1)$. Under Assumptions 2.3 (iii) and (iv), the dependent variable $y_{i t}$ and its time average $\frac{1}{T} \sum_{t=1}^{T} y_{i, t}$ are stochastically bounded.

Theorem 2.2. Under Assumptions 2.1-2.3 and the null hypothesis of no cross-section dependence

$$
\mathrm{LM}_{\mathrm{BC}} \xrightarrow{d} N(0,1)
$$

Under Assumption 2.3(iii), the proof follows along the same lines as that of Theorem 2.1.

### 2.5. Monte Carlo Simulations

This section employs Monte Carlo simulations to examine the empirical size and power of our bias-corrected LM test defined in (2.12) in a static panel
data model. We compare its performance with that of Pesaran's (2004) CD test given by

$$
\text { Pesaran's } \mathrm{CD}=\sqrt{\frac{2 T}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \breve{\rho}_{i j},
$$

and PUY's LM test given in (2.5). The sample correlations $\breve{\rho}_{i j}$ are computed using OLS residuals, see (2.3).

### 2.5.1. Experiment design

The experiments use the following data generating process:

$$
\begin{align*}
y_{i t} & =\alpha+\beta x_{i t}+\mu_{i}+v_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T,  \tag{2.14}\\
x_{i t} & =\zeta x_{i, t-1}+\mu_{i}+\eta_{i t} . \tag{2.15}
\end{align*}
$$

Following Im, Ahn, Schmidt and Wooldridge (1999) $x_{i t}$ in (2.15) is correlated with the $\mu_{i}$, but not with $v_{i t}$.

To calculate the power of the tests considered, two different models of the cross-sectional dependence are used: a factor model and a spatial model. In the former, it is assumed that

$$
\begin{equation*}
v_{i t}=\gamma_{i} f_{t}+\varepsilon_{i t} \tag{2.16}
\end{equation*}
$$

where $f_{t}(t=1, \ldots, T)$ are the factors and $\gamma_{i}(i=1, \ldots, n)$ are the loadings. In a spatial model, we consider a first-order spatial autocorrelation (SAR(1) in (2.17)) and a spatial moving average (SMA(1) in (2.18)) model as follows:

$$
\begin{align*}
& v_{i t}=\delta\left(0.5 v_{i-1, t}+0.5 v_{i+1, t}\right)+\varepsilon_{i t},  \tag{2.17}\\
& v_{i t}=\delta\left(0.5 \varepsilon_{i-1, t}+0.5 \varepsilon_{i+1, t}\right)+\varepsilon_{i t} . \tag{2.18}
\end{align*}
$$

Cross-sectional dependence can also be modeled by including a spatially lagged-dependent variable, denoted as the mixed regressive, spatial autoregressive (MRSAR) model:

$$
\begin{equation*}
y_{i t}=\alpha+\delta\left(0.5 y_{i-1, t}+0.5 y_{i+1, t}\right)+\beta x_{i t}+\mu_{i}+v_{i t}, \tag{2.19}
\end{equation*}
$$

where, similar to the $\operatorname{SAR}(1)$ model in (2.17), the term $\delta\left(0.5 y_{i-1, t}+\right.$ $0.5 y_{i+1, t}$ ) represents the spatial interaction in the dependent variable.

The null can be regarded as a special case of $\gamma_{i}=0$ in the factor model (2.16) and $\delta=0$ in the spatial models (2.17)-(2.19).
$v_{i t}$ (under the null) and $\varepsilon_{i t}$ (under the alternative) are from i.i.d. $N\left(0, \sigma_{i}^{2}\right)$. To model the heteroskedasticity, we follow Baltagi, Song and Kwon (2009) and Roy (2002) and assume that

$$
\begin{equation*}
\sigma_{i}^{2}=\sigma^{2}\left(1+\theta \bar{x}_{i}\right)^{2}, \tag{2.20}
\end{equation*}
$$

where $\bar{x}_{i}$ is the individual mean of $x_{i t}$. Here $\theta$ is assigned values $0,0.5$ with $\theta=0$ denoting the homoskedastic case. For nonzero $\theta$, we fix the average value of $\sigma_{i}^{2}$ across $i$ as 0.5 in our experiments. We obtain the value of $\sigma^{2}=0.5 /\left[\frac{1}{n} \sum_{i=1}^{n}\left(1+\theta \bar{x}_{i}\right)^{2}\right]$ using (2.20) and subsequently the value of $\sigma_{i}^{2}$. For the case of $\theta=0, \sigma_{i}^{2}=\sigma^{2}$ is fixed at 0.5 .

The parameters $\alpha$ and $\beta$ are set arbitrarily to 1 and 2 , respectively. $\mu_{i}$ is drawn from i.i.d. $N\left(\phi_{\mu}, \sigma_{\mu}^{2}\right)$ with $\phi_{\mu}=0$ and $\sigma_{\mu}^{2}=0.25$ for $i=$ $1, \ldots, n$. For the regressor in (2.15), $\zeta=0.7$ and $\eta_{i t} \sim$ i.i.d. $N\left(\phi_{\eta}, \sigma_{\eta}^{2}\right)$ with $\phi_{\eta}=0$ and $\sigma_{\eta}^{2}=1$. For the factor model in (2.16), $f_{t} \sim$ i.i.d. $N(0,1)$ and two sets of experiments are conducted for $\gamma_{i} \sim$ i.i.d. $U(-0.5,0.55)$ and $\gamma_{i} \sim$ i.i.d. $U(0.1,0.3)$. For the spatial model, $\delta=0.4$ in (2.17)-(2.19).

The Monte Carlo experiments are conducted for $n=5,10,20,30,50$, 100,200 and $T=10,20,30,50$. For each replication, we compute the biascorrected LM test, Pesaran's CD and PUY's LM test. A total of 2000 replications are performed. To obtain the empirical size, the proposed biascorrected LM test and PUY's LM test are conducted at the positive onesided $5 \%$ nominal significance level, while Pesaran's CD test is implemented at the two-sided $5 \%$ nominal significance level.

### 2.5.2. Results

Table 2.1 presents the empirical size of these tests under the null of crosssectional independence with heteroskedasticity $(\theta=0.5)$. The size of the bias-corrected LM test is close to $5 \%$, even for micro panels with small $T$ and large $n$. For example, the size of the bias-corrected LM test is $5.1 \%$ for $n=200$ and $T=10$. The simulation results are consistent with the asymptotic theory given in Theorem 2.1 in Section 2.4. As discussed in Pesaran, Ullah and Yamagata (2008), for large $T$ there is no bias issue, so PUY's LM test has the correct size for large $T$. For large $n$ and small $T$, it is slightly oversized. For example, the size of PUY's LM test is $9.2 \%$ for $T=10, n=200$. Pesaran's CD test has the correct size for all combinations of $n$ and $T$.

Table 2.1. Size of tests under heteroskedasticity $(\theta=0.5)$.

| Size | $T \backslash n$ | 5 | 10 | 20 | 30 | 50 | 100 | 200 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bias-corrected LM | 10 | 5.4 | 5.5 | 5.8 | 5.4 | 6.2 | 5.9 | 5.1 |
|  | 20 | 5.6 | 6.3 | 5.0 | 4.8 | 6.2 | 5.5 | 5.4 |
|  | 30 | 6.5 | 5.5 | 5.0 | 6.1 | 6.0 | 6.1 | 5.3 |
|  | 50 | 5.8 | 6.0 | 5.4 | 5.9 | 5.1 | 5.7 | 4.3 |
| PUY's LM | 10 | 6.7 | 6.9 | 5.9 | 6.1 | 6.5 | 7.3 | 9.2 |
|  | 20 | 6.4 | 6.3 | 5.6 | 6.0 | 7.2 | 5.2 | 6.7 |
|  | 30 | 7.0 | 6.0 | 4.8 | 6.0 | 5.5 | 5.8 | 5.7 |
| Pesaran's CD | 50 | 6.7 | 6.5 | 5.8 | 5.5 | 4.7 | 5.3 | 4.5 |
|  | 10 | 4.9 | 5.9 | 5.0 | 4.9 | 5.9 | 5.3 | 5.4 |
|  | 20 | 4.9 | 5.5 | 5.3 | 5.8 | 4.5 | 4.7 | 4.9 |
|  | 30 | 5.5 | 5.1 | 5.0 | 6.2 | 5.1 | 5.3 | 4.8 |
|  | 50 | 5.0 | 5.3 | 5.1 | 4.8 | 4.4 | 4.2 | 5.4 |

Table 2.2 shows the size-adjusted power of these tests under the alternative specified by a factor model. The bias-corrected LM test has bigger size-adjusted power than PUY's LM test for small $T$. However, both tests have size-adjusted power that is almost 1 when $n$ and $T$ are larger than 20. By contrast, the power of Pesaran's CD test is much smaller than those of the two LM tests. While the power of the LM tests becomes one for large $n$ and $T$, the power of the CD test reaches a maximum of $36.5 \%$ for $n=200$ and $T=50$ when $\gamma_{i}$ is drawn from $U(-0.5,0.55)$. This is expected under the current design. As pointed out by Pesaran, Ullah and Yamagata (2008), in the factor model above in $(2.16), \operatorname{Cov}\left(v_{i t}, v_{j t}\right)=E\left[\gamma_{i}\right] E\left[\gamma_{j}\right]$, implying that the value of Pesaran's CD test statistic is close to zero if the mean of $\gamma_{i}$ is zero. This explains the low power of Pesaran's CD test when $\gamma_{i}$ is drawn from $U(-0.5,0.55)$. However, this is not the case for the proposed LM and PUY's LM tests which involve the squared terms of sample correlation coefficients. For the case of $\gamma_{i}$ drawn from $U(0.1,0.3)$, the power of Pesaran's CD test increases to 1 with $n$ or $T$.

Tables 2.3 and 2.4 give the size-adjusted power of these tests under the alternative specifications of $\operatorname{SAR}(1)$ and $\operatorname{SMA}(1)$, respectively. In these cases, the size-adjusted power of Pesaran's CD test performs much better than in the case of a factor model, increasing to 1 with $T$.

Table 2.5 provides the results of robustness check on the size of the tests with some nonnormal or asymmetric distributions on the errors. We ran experiments with uniform distribution $U[1,2]$, Chi-square distribution with 1 degree of freedom, $\chi_{1}^{2}$, and $t$-distribution with 5 degrees of freedom,

Table 2.2. Size-adjusted power of tests: Factor model.

| Size-adjusted power | $T \backslash n$ | 5 | 10 | 20 | 30 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma_{i} \sim$ i.i.d. $U(-0.5,0.55)$ |  |  |  |  |  |  |  |  |
| Bias-corrected LM | 10 | 23.8 | 50.4 | 82.1 | 92.9 | 99.2 | 99.9 | 100.0 |
|  | 20 | 50.4 | 82.9 | 98.5 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 30 | 61.9 | 93.2 | 99.7 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 50 | 79.1 | 98.1 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
| PUY's LM | 10 | 21.6 | 44.8 | 77.9 | 88.9 | 98.0 | 99.7 | 100.0 |
|  | 20 | 49.0 | 81.7 | 98.2 | 99.8 | 100.0 | 100.0 | 100.0 |
|  | 30 | 60.5 | 93.0 | 99.7 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 50 | 78.2 | 97.3 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
| Pesaran's CD | 10 | 7.6 | 7.8 | 8.0 | 8.7 | 9.2 | 10.6 | 13.8 |
|  | 20 | 16.4 | 14.2 | 13.7 | 12.6 | 13.3 | 17.7 | 21.5 |
|  | 30 | 18.0 | 17.8 | 17.9 | 18.4 | 18.9 | 22.1 | 27.2 |
|  | 50 | 26.4 | 25.8 | 27.1 | 29.1 | 29.3 | 32.8 | 36.5 |
| $\gamma_{i} \sim$ i.i.d. $U(0.1,0.3)$ |  |  |  |  |  |  |  |  |
| Bias-corrected LM | 10 | 15.3 | 35.5 | 64.8 | 83.3 | 95.0 | 99.2 | 100.0 |
|  | 20 | 33.6 | 68.8 | 95.6 | 98.9 | 100.0 | 100.0 | 100.0 |
|  | 30 | 46.5 | 83.4 | 98.9 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 50 | 66.7 | 93.2 | 99.9 | 100.0 | 100.0 | 100.0 | 100.0 |
| PUY's LM | 10 | 14.7 | 29.2 | 59.6 | 76.2 | 91.9 | 98.0 | 100.0 |
|  | 20 | 33.5 | 68.7 | 94.1 | 98.8 | 99.9 | 100.0 | 100.0 |
|  | 30 | 46.3 | 83.6 | 98.7 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 50 | 65.3 | 92.8 | 99.9 | 100.0 | 100.0 | 100.0 | 100.0 |
| Pesaran's CD | 10 | 20.8 | 51.4 | 86.5 | 96.6 | 99.7 | 100.0 | 100.0 |
|  | 20 | 42.6 | 83.3 | 99.1 | 99.9 | 100.0 | 100.0 | 100.0 |
|  | 30 | 52.8 | 93.2 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 50 | 72.3 | 98.6 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |

$t(5)$, and we compare these results with those of Gaussian case $N(0,0.5)$. For large $T$, these experiments show that the size of the bias-corrected LM, PUY's LM and Pesaran's CD tests are not that sensitive to the normality assumption on the errors. The same results obtain although the magnitude are different. PUY's LM test is still oversized around $8 \%$ for large $n=100$, small $T=10$ no matter what distribution is used. The bias-corrected LM test has size close to $5 \%$ for the uniform and $t$ distributions and is a little oversized for $T \geq 10$ when using the $\chi_{1}^{2}$ distribution.

Dynamic panel data models. To examine the finite sample properties of the proposed bias-corrected LM test in a dynamic panel data model,

Table 2.3. Size-adjusted power of tests: SAR (1) model.

| Size-adjusted power | $T \backslash n$ | 5 | 10 | 20 | 30 | 50 | 100 | 200 |
| :--- | :---: | ---: | ---: | :---: | :---: | :---: | :---: | ---: |
| Bias-corrected LM | 10 | 62.4 | 66.0 | 65.8 | 68.3 | 68.2 | 69.9 | 73.6 |
|  | 20 | 96.0 | 98.1 | 99.4 | 99.9 | 99.8 | 99.9 | 100.0 |
|  | 30 | 99.5 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 50 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
| PUY's LM | 10 | 57.5 | 54.9 | 55.8 | 53.4 | 54.3 | 54.6 | 45.6 |
|  | 20 | 95.4 | 97.5 | 98.8 | 99.4 | 99.1 | 99.7 | 100.0 |
|  | 30 | 99.3 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
| Pesaran's CD | 50 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 10 | 70.5 | 59.4 | 55.6 | 53.7 | 52.6 | 53.9 | 52.9 |
|  | 20 | 94.5 | 88.6 | 84.2 | 83.7 | 84.2 | 86.0 | 83.4 |
|  | 30 | 98.5 | 97.0 | 95.9 | 94.4 | 95.6 | 95.5 | 96.1 |
|  | 50 | 100.0 | 100.0 | 99.8 | 99.6 | 99.8 | 99.7 | 99.8 |

Table 2.4. Size-adjusted power of tests: SMA (1) model.

| Size-adjusted power | $T \backslash n$ | 5 | 10 | 20 | 30 | 50 | 100 | 200 |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Bias-corrected LM | 10 | 50.3 | 52.3 | 53.0 | 53.0 | 50.8 | 52.3 | 57.4 |
|  | 20 | 92.3 | 95.2 | 97.7 | 97.8 | 97.7 | 99.0 | 99.0 |
|  | 30 | 99.2 | 99.9 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 50 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
| PUY's LM | 10 | 45.1 | 40.1 | 45.4 | 41.8 | 40.9 | 40.6 | 33.6 |
|  | 20 | 90.0 | 93.2 | 96.0 | 95.9 | 95.8 | 97.0 | 95.9 |
|  | 30 | 98.4 | 99.8 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
| Pesaran's CD | 50 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
|  | 10 | 46.8 | 40.7 | 38.2 | 37.3 | 35.6 | 36.9 | 37.3 |
|  | 20 | 80.5 | 70.9 | 66.7 | 63.1 | 65.9 | 69.1 | 66.4 |
|  | 30 | 90.8 | 87.6 | 84.2 | 81.8 | 80.9 | 78.4 | 80.2 |
|  | 50 | 99.5 | 98.1 | 97.3 | 97.0 | 96.1 | 97.3 | 96.8 |

Table 2.5. Size of tests: Robustness to nonnormal errors.

| Size | $T \backslash n$ | $N(0,0.5)$ |  |  | $U[1,2]$ |  |  | $\chi_{1}^{2}$ |  |  | $t(5)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 20 | 50 | 100 | 20 | 50 | 100 | 20 | 50 | 100 | 20 | 50 | 100 |
| Bias-corrected LM | 10 | 5.8 | 6.2 | 5.9 | 5.6 | 6.2 | 6.0 | 6.5 | 7.4 | 6.8 | 6.1 | 5.7 | 5.8 |
|  | 30 | 5.0 | 6.0 | 6.1 | 5.3 | 5.4 | 5.6 | 7.8 | 7.5 | 8.7 | 6.1 | 6.0 | 5.6 |
| PUY's LM | 10 | 5.9 | 6.5 | 7.3 | 5.9 | 6.9 | 8.3 | 7.1 | 7.4 | 7.9 | 6.4 | 8.0 | 7.6 |
|  | 30 | 4.8 | 5.5 | 5.8 | 6.2 | 5.6 | 5.5 | 8.3 | 7.1 | 8.0 | 5.9 | 5.9 | 6.2 |
| Pesaran's CD | 10 | 5.0 | 5.9 | 5.3 | 4.7 | 5.7 | 5.5 | 5.5 | 5.2 | 4.8 | 4.9 | 4.5 | 5.7 |
|  | 30 | 5.0 | 5.1 | 5.3 | 4.8 | 4.7 | 4.4 | 4.7 | 4.4 | 4.6 | 5.3 | 5.0 | 4.0 |

we follow the same design as that of Hahn and Kuersteiner (2002):

$$
y_{i t}=\alpha+\xi y_{i, t-1}+\mu_{i}+v_{i t}, \quad i=1, \ldots, n ;
$$

$t=-50,-49, \ldots, 0,1, \ldots, T$, where $v_{i t}$ is assumed $N(0,1)$ independent across $i$ and $t, \mu_{i} \sim N(0,1), y_{i 0} \left\lvert\, \mu_{i} \sim N\left(\frac{\mu_{i}}{1-\xi}, \frac{\operatorname{Var}\left(v_{i t}\right)}{1-\xi^{2}}\right)\right.$ and $\xi=$ $\{0.3,0.6,0.9\}$. For this model, Hahn and Kuersteiner (2002) propose a biascorrected estimator $\widehat{\widehat{\xi}}=\frac{T+1}{T} \widehat{\xi}+\frac{1}{T}$, where $\widehat{\xi}$ is the within estimator of $\xi$. Hahn and Kuersteiner (2002) show that $\sqrt{n T}(\widehat{\hat{\xi}}-\xi) \xrightarrow{d} N\left(0,1-\xi^{2}\right)$. In our Monte Carlo experiments, heteroskedasticity of $v_{i t}$ is allowed. In fact, $v_{i t} \sim N\left(0, \sigma_{i}^{2}\right)$ where $\sigma_{i}^{2} \sim \chi^{2}(2) / 2$ as in the dynamic setup of Pesaran, Ullah and Yamagata (2008). The first 50 observations are discarded to lessen the effects of the initial values of $y_{i 0}$ on the results.

Table 2.6 reports the size of the tests for the dynamic panel data model. It shows that the proposed bias-corrected LM test has the correct size, close to the $5 \%$ nominal significance level, e.g., $5.1 \%$ and $5.4 \%$ for $n=100$, $T=10$ and $n=200, T=10$ in the case of $\xi=0.3$. For the cases of $\xi=0.3,0.6$, it is slightly oversized for $n=200, T=10$. The PUY's LM test tends to over-reject in micro panels with large $n$ and small $T$, and this fact is also observed in Table 6 of Pesaran, Ullah and Yamagata (2008). Pesaran's CD has correct size as in Pesaran (2004) and Pesaran, Ullah and Yamagata (2008).

### 2.6. Recent Development

Halunga, Orme and Yamagata (2017) propose a heteroskedasticityrobust Breusch-Pagan test in heterogeneous dynamic panel data models. The key idea is to replace the sample correlation coefficient $\breve{\rho}_{i j}=$ $\left(\sum_{t=1}^{T} \hat{u}_{i t}^{2}\right)^{-1 / 2}\left(\sum_{t=1}^{T} \hat{u}_{j t}^{2}\right)^{-1 / 2} \sum_{t=1}^{T} \hat{u}_{i t} \hat{u}_{j t}$ in equation (2.3) with

$$
\hat{\gamma}_{i j}=\left(\sum_{t=1}^{T} \hat{u}_{i t}^{2} \hat{u}_{j t}^{2}\right)^{-1 / 2} \sum_{t=1}^{T} \hat{u}_{i t} \hat{u}_{j t}
$$

in the statistics $\mathrm{LM}_{\mathrm{BP}}$ and $\mathrm{CD}_{\mathrm{lm}}$ in the fixed $n$ and large $n$ cases. Using $\hat{\gamma}_{i j}$ instead of $\breve{\rho}_{i j}$ allows for heteroskedasticity across both the cross-section and time dimension. Heteroskedasticity across time dimension emerges in a one-break-in-volatility model or a trending volatility model.

Table 2.6. Size of tests: A dynamic panel data model.

| Size | $T \backslash n$ | 5 | 10 | 20 | 30 | 50 | 100 | 200 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
|  |  | $\xi=0.3$ |  |  |  |  |  |  |
| Bias-corrected LM | 10 | 5.3 | 5.8 | 5.5 | 4.5 | 5.6 | 5.1 | 5.4 |
|  | 20 | 6.5 | 4.9 | 5.1 | 5.5 | 5.5 | 4.8 | 5.0 |
|  | 30 | 6.2 | 6.2 | 5.6 | 4.8 | 5.7 | 4.8 | 4.5 |
|  | 50 | 6.1 | 6.1 | 5.0 | 5.1 | 5.1 | 5.6 | 5.2 |
| PUY's LM | 10 | 7.2 | 7.6 | 9.0 | 9.9 | 15.9 | 29.5 | 65.5 |
|  | 20 | 6.4 | 5.7 | 7.2 | 6.9 | 7.9 | 11.1 | 17.8 |
|  | 30 | 7.5 | 6.1 | 5.9 | 6.2 | 7.4 | 7.9 | 8.8 |
|  | 50 | 6.0 | 6.3 | 6.2 | 5.4 | 6.3 | 6.9 | 7.0 |
| Pesaran's CD | 10 | 6.5 | 5.9 | 5.5 | 6.2 | 5.0 | 6.1 | 4.5 |
|  | 20 | 5.1 | 5.4 | 4.5 | 5.1 | 5.3 | 5.1 | 5.7 |
|  | 30 | 5.1 | 4.6 | 5.7 | 5.6 | 5.1 | 5.5 | 5.7 |
|  | 50 | 5.2 | 5.0 | 4.0 | 5.0 | 4.5 | 4.9 | 5.4 |
|  |  |  | $\xi=0.6$ |  |  |  |  |  |
| Bias-corrected LM | 10 | 4.1 | 5.2 | 5.1 | 4.4 | 5.2 | 5.5 | 6.3 |
|  | 20 | 4.9 | 5.3 | 4.2 | 4.7 | 5.7 | 5.4 | 4.9 |
|  | 30 | 4.9 | 4.9 | 4.6 | 5.1 | 5.0 | 5.2 | 5.1 |
| Pesaran's CD | 50 | 6.4 | 5.1 | 5.3 | 5.7 | 4.8 | 5.3 | 5.9 |
|  | 10 | 6.2 | 6.0 | 5.5 | 4.6 | 5.1 | 5.2 | 5.7 |
|  | 20 | 5.9 | 5.7 | 7.1 | 5.5 | 6.0 | 6.4 | 5.0 |
|  | 30 | 6.3 | 5.3 | 5.2 | 4.7 | 4.9 | 4.5 | 5.5 |
|  | 50 | 4.6 | 5.7 | 5.5 | 5.5 | 4.5 | 5.1 | 4.5 |
|  |  | 7.4 | 9.1 | 11.5 | 12.4 | 22.0 | 42.8 | 84.6 |
|  | 20 | 6.0 | 6.9 | 6.0 | 7.9 | 9.6 | 17.9 | 36.3 |
|  | 30 | 6.3 | 5.8 | 6.7 | 7.4 | 8.2 | 11.0 | 17.8 |
|  | 50 | 6.7 | 6.0 | 6.5 | 6.9 | 5.7 | 7.4 | 7.8 |

In their Theorem 1, Halunga, Orme and Yamagata (2017) show that under some conditions, for all $i \neq j$, as $T \rightarrow \infty$

$$
\sqrt{T} \hat{\gamma}_{i j} \xrightarrow{d} N(0,1) .
$$

Based on this result, they proposed two robust versions of Breusch-Pagan tests using $\hat{\gamma}_{i j}$. However, the proposed tests are only valid when $n$ is fixed or much smaller than $T$. For the case of comparably large $n$ and $T$, wild bootstrap procedures based on these two robust tests are proposed and illustrated to work well in finite samples.

In Table 2.4 above, we find that under the alternative of an $\operatorname{SMA}(1)$ model, the power of $\mathrm{LM}_{\mathrm{BC}}$ increases with $T$, but not substantially with $n$. For example, when $n$ increases from 100 to 200 with $T=10$, the power of $\mathrm{LM}_{\mathrm{BC}}$ increases from $52.3 \%$ to $57.4 \%$. This means that the $\mathrm{LM}_{\mathrm{BC}}$ test is likely to be not powerful enough to reject the null in some cases. Recently, Fan, Liao and Yao (2015) find that in the high-dimensional setup, the quadratic tests, like $\mathrm{LM}_{\mathrm{BC}}$ and PUY's LM, lack power to detect the sparse alternatives with only a few nonzero off-diagonal elements.

To deal with this issue, they propose a power enhanced version of $\mathrm{LM}_{\mathrm{BC}}$ test by adding a power enhancement component $J_{0}$ ( $\geq 0$ almost surely),

$$
J=\mathrm{LM}_{\mathrm{BC}}+J_{0}
$$

where $J_{0}$ converges in probability to zero under $H_{0}$, and diverges in probability under sparse alternatives. An example of $J_{0}$ is a screening statistic,

$$
\begin{aligned}
& J_{0}=\sqrt{n(n-1) / 2} \sum_{(i, j) \in \hat{S}} \hat{\rho}_{i j}^{2} \hat{v}_{i j}^{-1} \\
& \hat{S}=\left\{(i, j): \hat{\rho}_{i j} \hat{v}_{i j}^{-1 / 2}>\delta_{N, T}, i<j \leq n\right\}
\end{aligned}
$$

where $\hat{v}_{i j}=\left(1-\hat{\rho}_{i j}^{2}\right)^{2} / T$ is the estimated asymptotic variance of $\hat{\rho}_{i j}$, and $\delta_{n, T}=\log (\log T) \sqrt{\log (n(n-1) / 2)}$. Using a threshold $\delta_{n, T}$, the set $\hat{S}$ screens out most of the estimation error and determines a few nonzero off-diagonal entries with an overwhelming probability.

Recently, Mao (2016) extends Pesaran's (2004) CD test and PUY's bias-adjusted LM test in a static heterogeneous panel data model based on pairwise-augmented regressions. Demetrescu and Homm (2016) derive tests for cross-sectional correlation in large panels based on White's (1982) information matrix equality test principle. This approach is considered as a specification test. Instead of looking at the diagonality of error variance matrix directly, the proposed tests examine the difference of variance estimators of slope parameters in the cases with and without cross-sectional correction.

### 2.7. Technical Details

The section provides some technical details needed to prove Theorem 2.1. In the fixed effects model $y_{i t}=\alpha+x_{i t}^{\prime} \beta+\mu_{i}+v_{i t}, \tilde{\beta}$ is the within estimator and the within residuals are given by $\widehat{v}_{i t}=\tilde{y}_{i t}-\tilde{x}_{i t}^{\prime} \tilde{\beta}$, where $\tilde{y}_{i t}=y_{i t}-\bar{y}_{i}$.
and $\tilde{x}_{i t}=x_{i t}-\bar{x}_{i}$., with $\bar{y}_{i}$. $=\frac{1}{T} \sum_{s=1}^{T} y_{i s}$, and $\bar{x}_{i}$. similarly defined. Define $\tilde{v}_{i t}=v_{i t}-\bar{v}_{i}$. with $\bar{v}_{i} .=\frac{1}{T} \sum_{s=1}^{T} v_{i s}$. The within residuals can be written as $\hat{v}_{i t}=\tilde{v}_{i t}-\tilde{x}_{i t}^{\prime}(\tilde{\beta}-\beta)$. Let $V_{i}=\left(v_{i 1}, \ldots, v_{i T}\right)^{\prime}, \hat{V}_{i}=\left(\hat{v}_{i 1}, \ldots, \hat{v}_{i T}\right)^{\prime}, \bar{V}_{i}=$ $\left(\bar{v}_{i \cdot}, \ldots, \bar{v}_{i .}\right)^{\prime}, X_{i}=\left(x_{i 1}, \ldots, x_{i T}\right)^{\prime}, \tilde{X}_{i}=\left(\tilde{x}_{i 1}, \ldots, \tilde{x}_{i T}\right)^{\prime}, Y_{i}=\left(y_{i 1}, \ldots, y_{i T}\right)^{\prime}$, $\tilde{Y}_{i}=\left(\tilde{y}_{i 1}, \ldots, \tilde{y}_{i T}\right)^{\prime}$ for $i=1, \ldots, n$. In vector form,

$$
\begin{equation*}
\hat{V}_{i}=V_{i}-\bar{V}_{i}-\tilde{X}_{i}(\tilde{\beta}-\beta) \tag{2.21}
\end{equation*}
$$

Using this notation, the sample correlation $r_{i j}$ in the raw data case can be written as

$$
\begin{equation*}
r_{i j}=\frac{V_{i}^{\prime} V_{j}}{\left(V_{i}^{\prime} V_{i}\right)^{1 / 2}\left(V_{j}^{\prime} V_{j}\right)^{1 / 2}} \tag{2.22}
\end{equation*}
$$

and its sample counterpart using within residuals in the fixed effects model is given by

$$
\begin{equation*}
\hat{\rho}_{i j}=\frac{\hat{V}_{i}^{\prime} \hat{V}_{j}}{\left(\hat{V}_{i}^{\prime} \hat{V}_{i}\right)^{1 / 2}\left(\hat{V}_{j}^{\prime} \hat{V}_{j}\right)^{1 / 2}} \tag{2.23}
\end{equation*}
$$

Dividing $\hat{v}_{i t}$ by $\sigma_{i}$, we obtain

$$
\frac{\hat{v}_{i t}}{\sigma_{i}}=\frac{v_{i t}}{\sigma_{i}}-\frac{1}{T} \sum_{s=1}^{T} \frac{v_{i s}}{\sigma_{i}}-\left(\frac{\tilde{x}_{i t}}{\sigma_{i}}\right)^{\prime}(\tilde{\beta}-\beta)
$$

As shown below, the terms involving $\left(\frac{\tilde{x}_{i t}}{\sigma_{i}}\right)^{\prime}(\tilde{\beta}-\beta)$ have no effect on the test statistic asymptotically. Without loss of generality, $\sigma_{i}$ is assumed to be 1 in the derivations below. Under Assumption 2.2, $\frac{1}{T} \tilde{X}_{i}^{\prime} \tilde{X}_{i}=O_{p}(1)$, $\frac{1}{T} \tilde{X}_{i}^{\prime} \tilde{X}_{j}=O_{p}(1)$ and $(\tilde{\beta}-\beta)=O_{p}\left((n T)^{-1 / 2}\right)$. In addition, we need the following lemma in the proofs below.

Lemma 2.1. Under Assumptions 2.1, 2.2 and the null,
(1) $\frac{1}{T} V_{i}^{\prime} V_{i}=1+O_{p}\left(T^{-1 / 2}\right)$;
(2) $\frac{1}{T} V_{i}^{\prime} V_{j}=O_{p}\left(T^{-1 / 2}\right)$ for $i \neq j$;
(3) $\frac{1}{T} \bar{V}_{i}^{\prime} \bar{V}_{i}=\frac{1}{T} V_{i}^{\prime} \bar{V}_{i}=O_{p}\left(T^{-1}\right)$;
(4) $\frac{1}{T} \bar{v}_{i} \cdot \bar{v}_{j}=O_{p}\left(T^{-2}\right)$;
(5) $\frac{1}{T} \tilde{X}_{i}^{\prime} V_{i}=O_{p}\left(T^{-1 / 2}\right)$;
(6) $\frac{1}{T} \tilde{X}_{i}^{\prime} \bar{V}_{i}=O_{p}\left(T^{-1 / 2}\right)$;
(7) $\frac{1}{T} \tilde{X}_{j}^{\prime} V_{i}=O_{p}\left(T^{-1 / 2}\right)$;
(8) $\frac{1}{T} \tilde{X}_{j}^{\prime} \bar{V}_{i}=O_{p}\left(T^{-1 / 2}\right)$.

Lemma 2.2. Under Assumptions 2.1, 2.2 and the null,
(1) $\hat{V}_{i}^{\prime} \hat{V}_{i}=V_{i}^{\prime} V_{i}-\bar{V}_{i}^{\prime} \bar{V}_{i}+E_{i}$, where $E_{i}=-2(\tilde{\beta}-\beta)^{\prime} \tilde{X}_{i}^{\prime} V_{i}+2(\tilde{\beta}-\beta)^{\prime} \tilde{X}_{i}^{\prime} \bar{V}_{i}+$ $(\tilde{\beta}-\beta)^{\prime} \tilde{X}_{i}^{\prime} \tilde{X}_{i}(\tilde{\beta}-\beta)=O_{p}\left(n^{-1 / 2}\right) ;$
(2) $\hat{V}_{i}^{\prime} \hat{V}_{j}=V_{i}^{\prime} V_{j}-\bar{V}_{i}^{\prime} \bar{V}_{j}+F$, where $F=-(\tilde{\beta}-\beta)^{\prime} \tilde{X}_{j}^{\prime} V_{i}+(\tilde{\beta}-\beta)^{\prime} \tilde{X}_{j}^{\prime} \bar{V}_{i}-$ $(\tilde{\beta}-\beta)^{\prime} \tilde{X}_{i}^{\prime} V_{j}+(\tilde{\beta}-\beta)^{\prime} \tilde{X}_{i}^{\prime} \bar{V}_{j}+(\tilde{\beta}-\beta)^{\prime} \tilde{X}_{i}^{\prime} \tilde{X}_{j}(\tilde{\beta}-\beta)=O_{p}\left(n^{-1 / 2}\right)$.

Lemma 2.3. Under Assumptions 2.1, 2.2 and the null,
(1) $\left(\hat{V}_{i}^{\prime} \hat{V}_{j}\right)^{2}-\left(\hat{V}_{i}^{\prime} \hat{V}_{i}\right)\left(\hat{V}_{j}^{\prime} \hat{V}_{j}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left[\left(V_{i}^{\prime} V_{i}\right)\left(V_{j}^{\prime} V_{j}\right)\right]=G+H$, where

$$
\begin{aligned}
G= & \left(\bar{V}_{i}^{\prime} \bar{V}_{j}\right)^{2}-2\left(V_{i}^{\prime} V_{j}\right)\left(\bar{V}_{i}^{\prime} \bar{V}_{j}\right)+\left(\bar{V}_{j}^{\prime} \bar{V}_{j}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left(V_{j}^{\prime} V_{j}\right) \\
& +\left(\bar{V}_{i}^{\prime} \bar{V}_{i}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left(V_{i}^{\prime} V_{i}\right)-\left(\bar{V}_{i}^{\prime} \bar{V}_{i}\right)\left(\bar{V}_{j}^{\prime} \bar{V}_{j}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left[\left(V_{i}^{\prime} V_{i}\right)\left(V_{j}^{\prime} V_{j}\right)\right] \\
& +2\left(V_{i}^{\prime} V_{j}\right) F=O_{p}(1)+O_{p}\left(\sqrt{\frac{T}{n}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
H= & F^{2}-2\left(\bar{V}_{i}^{\prime} \bar{V}_{j}\right) F-\left[\left(V_{i}^{\prime} V_{i}\right) E_{j}-\left(\bar{V}_{i}^{\prime} \bar{V}_{i}\right) E_{j}+\left(V_{j}^{\prime} V_{j}\right) E_{i}\right. \\
& \left.-\left(\bar{V}_{j}^{\prime} \bar{V}_{j}\right) E_{i}+E_{i} E_{j}\right]\left(V_{i}^{\prime} V_{j}\right)^{2} /\left[\left(V_{i}^{\prime} V_{i}\right)\left(V_{j}^{\prime} V_{j}\right)\right]=O_{p}\left(n^{-1 / 2}\right)
\end{aligned}
$$

(2) $\left(\frac{\hat{V}_{i}^{\prime} \hat{V}_{i}}{T}\right)\left(\frac{\hat{V}_{j}^{\prime} \hat{V}_{j}}{T}\right)=\left(1-\frac{1}{T}\right)^{2}+O_{p}\left(T^{-1 / 2}\right)$.

Lemma 2.4. Under Assumptions 2.1, 2.2 and the null,
(1) $\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{T}\left(V_{i}^{\prime} V_{j}\right)\left(\bar{V}_{i}^{\prime} \bar{V}_{j}\right)$

$$
=\sqrt{\frac{1}{n(n-1)}}\left[\frac{n(n-1)}{2 T}+O_{p}\left(\frac{n \sqrt{n}}{T}\right)+O_{p}\left(\frac{n}{\sqrt{T}}\right)\right] ;
$$

(2) $\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{T}\left(\bar{V}_{i}^{\prime} \bar{V}_{j}\right)^{2}$

$$
=\sqrt{\frac{1}{n(n-1)}}\left[\frac{n(n-1)}{2 T}+O_{p}\left(\frac{n \sqrt{n}}{T}\right)\right]
$$

(3) $\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{T}\left(\bar{V}_{j}^{\prime} \bar{V}_{j}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left(V_{j}^{\prime} V_{j}\right)$

$$
=\sqrt{\frac{1}{n(n-1)}}\left[\frac{n(n-1)(T+2)}{2 T^{2}}+O_{p}\left(\frac{n \sqrt{n}}{T}\right)\right] ;
$$

(4) $\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{T}\left(\bar{V}_{i}^{\prime} \bar{V}_{i}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left(V_{i}^{\prime} V_{i}\right)$

$$
=\sqrt{\frac{1}{n(n-1)}}\left[\frac{n(n-1)(T+2)}{2 T^{2}}+O_{p}\left(\frac{n \sqrt{n}}{T}\right)\right] ;
$$

(5)

$$
\begin{aligned}
& \sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{T}\left(\bar{V}_{i}^{\prime} \bar{V}_{i}\right)\left(\bar{V}_{j}^{\prime} \bar{V}_{j}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left[\left(V_{i}^{\prime} V_{i}\right)\left(V_{j}^{\prime} V_{j}\right)\right] \\
& =\sqrt{\frac{1}{n(n-1)}}\left[\frac{n(n-1)\left(T^{2}+20 T+60\right)}{2 T^{4}}+O_{p}\left(\frac{n \sqrt{n}}{T^{2} \sqrt{T}}\right)\right] ; \\
& \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{T}\left(V_{i}^{\prime} V_{j}\right) F} \\
& =\sqrt{\frac{1}{n(n-1)}}\left[O_{p}\left(\frac{n}{T}\right)+O_{p}\left(\sqrt{\frac{n}{T}}\right)\right] .
\end{aligned}
$$

(6)

Now we are in good position to prove Theorem 2.1.

Proof of Theorem 2.1. It is equivalent to show that for large $n$ and $T$,

$$
\operatorname{LM}\left(\hat{\rho}_{i t}\right)-\operatorname{LM}\left(r_{i t}\right)-\frac{n}{2(T-1)}=o_{p}(1) .
$$

By (2.22), (2.23) and Lemma 2.3,
$\operatorname{LM}\left(\hat{\rho}_{i j}\right)-\operatorname{LM}\left(r_{i t}\right)$

$$
\begin{aligned}
& =\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(T \hat{\rho}_{i j}^{2}-1\right)-\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(T r_{i j}^{2}-1\right) \\
& =\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} T \frac{\left(\hat{V}_{i}^{\prime} \hat{V}_{j}\right)^{2}-\left(\hat{V}_{i}^{\prime} \hat{V}_{i}\right)\left(\hat{V}_{j}^{\prime} \hat{V}_{j}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left[\left(V_{i}^{\prime} V_{i}\right)\left(V_{j}^{\prime} V_{j}\right)\right]}{\left(\hat{V}_{i}^{\prime} \hat{V}_{i}\right)\left(\hat{V}_{j}^{\prime} \hat{V}_{j}\right)}
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{\frac{1}{T}(G+H)}{\left(\hat{V}_{i}^{\prime} \hat{V}_{i} / T\right)\left(\hat{V}_{j}^{\prime} \hat{V}_{j} / T\right) /\left(1-\frac{1}{T}\right)^{2}} \\
= & \frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{G}{T}} \\
& +\frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{H}{T} \\
& +\frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left[\frac{1}{\left(\hat{V}_{i}^{\prime} \hat{V}_{i} / T\right)\left(\hat{V}_{j}^{\prime} \hat{V}_{j} / T\right) /\left(1-\frac{1}{T}\right)^{2}}-1\right] \\
& \times \frac{1}{T}(G+H) .
\end{aligned}
$$

Using $H=O_{p}\left(n^{-1 / 2}\right)$, the second term above can be written as follows:

$$
\begin{aligned}
& \frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{H}{T}} \\
& =\frac{1}{\left(1-\frac{1}{T}\right)^{2}} \frac{1}{T} \sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} O_{p}\left(n^{-1 / 2}\right)=O_{p}\left(\frac{\sqrt{n}}{T}\right) .
\end{aligned}
$$

By Lemma 2.3, $\left(\frac{1}{T} \hat{V}_{i}^{\prime} \hat{V}_{i}\right)\left(\frac{1}{T} \hat{V}_{j}^{\prime} \hat{V}_{j}\right)=\left(1-\frac{1}{T}\right)^{2}+O_{p}\left(T^{-1 / 2}\right)$, it follows that $\frac{1}{\left(\hat{V}_{i}^{\prime} \hat{V}_{i} / T\right)\left(\hat{V}_{j}^{\prime} \hat{V}_{j} / T\right) /\left(1-\frac{1}{T}\right)^{2}}-1=O_{p}\left(T^{-1 / 2}\right)$. Thus, it is straightforward to calculate the order of magnitude of the third term,

$$
\begin{aligned}
& \frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left[\frac{1}{\left(\hat{V}_{i}^{\prime} \hat{V}_{i} / T\right)\left(\hat{V}_{j}^{\prime} \hat{V}_{j} / T\right) /\left(1-\frac{1}{T}\right)^{2}}-1\right] \frac{G+H}{T}} \\
& =\frac{1}{\left(1-\frac{1}{T}\right)^{2}} \frac{1}{T} \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} O_{p}\left(T^{-1 / 2}\right)} \\
& \quad \times\left[O_{p}(1)+O_{p}\left(\sqrt{\frac{T}{n}}\right)+O_{p}\left(n^{-1 / 2}\right)\right] \\
& =O_{p}\left(\frac{n}{T \sqrt{T}}\right)+O_{p}\left(\frac{\sqrt{n}}{T}\right) .
\end{aligned}
$$

Now we consider the first term,

$$
\begin{aligned}
& \frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{G}{T}} \\
& =\frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{T}\left[\left(\bar{V}_{i}^{\prime} \bar{V}_{j}\right)^{2}-2\left(V_{i}^{\prime} V_{j}\right)\left(\bar{V}_{i}^{\prime} \bar{V}_{j}\right)\right. \\
& \quad+\left(\bar{V}_{j}^{\prime} \bar{V}_{j}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left(V_{j}^{\prime} V_{j}\right)+\left(\bar{V}_{i}^{\prime} \bar{V}_{i}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left(V_{i}^{\prime} V_{i}\right) \\
& \left.\quad-\left(\bar{V}_{i}^{\prime} \bar{V}_{i}\right)\left(\bar{V}_{j}^{\prime} \bar{V}_{j}\right)\left(V_{i}^{\prime} V_{j}\right)^{2} /\left[\left(V_{i}^{\prime} V_{i}\right)\left(V_{j}^{\prime} V_{j}\right)\right]+2\left(V_{i}^{\prime} V_{j}\right) F\right]
\end{aligned}
$$

By Lemma 2.4,

$$
\begin{align*}
& \frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{G}{T}} \begin{array}{l}
=\frac{1}{\left(1-\frac{1}{T}\right)^{2}} \sqrt{\frac{1}{n(n-1)}}\left[-2 \frac{n(n-1)}{2 T}+O_{p}\left(\frac{n \sqrt{n}}{T}\right)+O_{p}\left(\frac{n}{\sqrt{T}}\right)\right. \\
\quad+\frac{n(n-1)}{2 T}+O_{p}\left(\frac{n \sqrt{n}}{T}\right) \\
\quad+\frac{n(n-1)(T+2)}{2 T^{2}}+O_{p}\left(\frac{n \sqrt{n}}{T}\right) \\
\quad+\frac{n(n-1)(T+2)}{2 T^{2}}+O_{p}\left(\frac{n \sqrt{n}}{T}\right) \\
\quad-\frac{n(n-1)\left(T^{2}+20 T+60\right)}{2 T^{4}}+O_{p}\left(\frac{n \sqrt{n}}{T^{2} \sqrt{T}}\right) \\
\left.\quad+O_{p}\left(\frac{n}{T}\right)+O_{p}\left(\sqrt{\frac{n}{T}}\right)\right] .
\end{array} .
\end{align*}
$$

For large $n$ and $T$, the expression above (2.24) can be approximated by

$$
\begin{aligned}
& \frac{1}{\left(1-\frac{1}{T}\right)^{2}}\left(-2 \frac{n}{2 T}+\frac{n}{2 T}+\frac{n}{2 T}+\frac{n}{2 T}-\frac{n}{2 T^{2}}\right) \\
& \quad+O_{p}\left(\frac{n}{T^{2}}\right)+O_{p}\left(\frac{\sqrt{n}}{T}\right)+O_{p}\left(\frac{1}{\sqrt{T}}\right) \\
& \quad=\frac{n}{2(T-1)}+O_{p}\left(\frac{n}{T^{2}}\right)+O_{p}\left(\frac{\sqrt{n}}{T}\right)+O_{p}\left(\frac{1}{\sqrt{T}}\right)
\end{aligned}
$$

Combining these three terms, we obtain

$$
\begin{aligned}
& \operatorname{LM}\left(\hat{\rho}_{i t}\right)-\operatorname{LM}\left(r_{i t}\right) \\
&= {\left[\frac{n}{2(T-1)}+O_{p}\left(\frac{n}{T^{2}}\right)+O_{p}\left(\frac{\sqrt{n}}{T}\right)+O_{p}\left(\frac{1}{\sqrt{T}}\right)\right] } \\
&+O_{p}\left(\frac{\sqrt{n}}{T}\right)+\left[O_{p}\left(\frac{n}{T \sqrt{T}}\right)+O_{p}\left(\frac{\sqrt{n}}{T}\right)\right] \\
&= \frac{n}{2(T-1)}+O_{p}\left(\frac{n}{T^{2}}\right)+O_{p}\left(\frac{\sqrt{n}}{T}\right)+O_{p}\left(\frac{1}{\sqrt{T}}\right) .
\end{aligned}
$$

Therefore, as $(n, T) \rightarrow \infty$ with $n / T \rightarrow c \in(0, \infty)$,

$$
\operatorname{LM}\left(\hat{\rho}_{i j}\right)-\operatorname{LM}\left(r_{i t}\right)-\frac{n}{2(T-1)} \xrightarrow{p} 0 .
$$

### 2.8. Exercises

(1) Under Assumptions 2.1, 2.2 and the null, show:
(a) $\frac{1}{T} \sum_{t=1}^{T} v_{i t} v_{j t}=O_{p}\left(T^{-1 / 2}\right)$ for $i \neq j$;
(b) $\frac{1}{T^{2}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{t=1}^{T} v_{i t}^{2} v_{j t}^{2}=\frac{n(n-1)}{2 T}+O_{p}\left(\frac{n \sqrt{n}}{T \sqrt{T}}\right)$;
(c) $\frac{1}{T^{2}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{t=1}^{T} \sum_{\tau \neq t}^{T} v_{i t}^{2} v_{j t} v_{j \tau}=O_{p}\left(\frac{n \sqrt{n}}{T}\right)$;
(d) $\sqrt{\frac{1}{n(n-1)}} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{T}\left(V_{i}^{\prime} V_{j}\right)\left(\bar{V}_{i}^{\prime} \bar{V}_{j}\right)=\sqrt{\frac{1}{n(n-1)}}\left[\frac{n(n-1)}{2 T}+\right.$ $\left.O_{p}\left(\frac{n \sqrt{n}}{T}\right)+O_{p}\left(\frac{n}{\sqrt{T}}\right)\right]$.
(2) (Baltagi, Feng, Kao, 2011, Proposition 4.1) In the fixed effects model, for $i=1, \ldots, n ; t=1, \ldots, T$

$$
y_{i t}=\alpha+x_{i t}^{\prime} \beta+\mu_{i}+v_{i t},
$$

let $v_{t}=\left(v_{1 t}, \ldots, v_{n T}\right)^{\prime}$. The $n \times 1$ vectors $v_{1}, v_{2}, \ldots, v_{T}$ are assumed to be i.i.d. $N\left(0, \Sigma_{n}\right)$. Denote the $n \times n$ sample covariance matrix by $S=$ $\frac{1}{T} \sum_{t=1}^{T} v_{t} v_{t}^{\prime}$. For the within residuals $\widehat{v}_{i t}$, the residual-based sample covariance matrix can be obtained as $\hat{S}=\frac{1}{T} \sum_{t=1}^{T} \hat{v}_{t} \hat{v}_{t}^{\prime}$ where $\hat{v}_{t}=$ $\left(\hat{v}_{1 t}, \ldots, \hat{v}_{n t}\right)^{\prime}$ for $t=1, \ldots, T$. Under the null hypothesis $H_{0}: \Sigma_{n}=$ $\sigma_{v}^{2} I_{n}$, show

$$
\frac{1}{n} \operatorname{tr} \widehat{S}-\frac{1}{n} \operatorname{tr} S=O_{p}\left(\frac{1}{T}\right)
$$

(3) [Breusch and Pagan, 1980]

$$
\mathrm{LM}_{\mathrm{BP}}=T \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \breve{\rho}_{i j}^{2} \xrightarrow{d} \chi_{n(n-1) / 2}^{2}
$$

under the null of diagonality or cross-sectional uncorrelation.
(4) [Halunga, Orme and Yamagata (2017), Theorem 1] Under certain conditions, for fixed $n$, as $T \rightarrow \infty$, show
(a) $\sqrt{T} \gamma_{i j}=\frac{\frac{1}{\sqrt{T}} \sum_{t=1}^{T} u_{i t} u_{j t}}{\sqrt{\frac{1}{T} \sum_{t=1}^{T} u_{i t}^{2} u_{j t}^{2}}} \xrightarrow{d} N(0,1)$.

(5) [Pesaran (2015), Theorem 2] Under the null, as $n$ and $T$ go to infinity,

$$
\mathrm{CD} \xrightarrow{d} N(0,1) .
$$

(6) Prove (2.11).
(7) [Ledoit and Wolf, 2002] Let $x_{i}, i=1, \ldots, n+1$, be i.i.d. as a $p$-dimensional random vector such that

$$
x_{i} \sim N(\mu, \Sigma) .
$$

Let

$$
S=\frac{1}{n} \sum_{i=1}^{n+1}\left(x_{i}-\bar{x}\right)\left(x_{i}-\bar{x}\right)^{\prime}
$$

with

$$
\bar{x}=\frac{1}{n+1} \sum_{i=1}^{n+1} x_{i} .
$$

Show that as $\frac{p}{n} \rightarrow c$

$$
\begin{gathered}
\frac{1}{p} \operatorname{tr}(S) \xrightarrow{p} \alpha, \\
\frac{1}{p} \operatorname{tr}\left(S^{2}\right) \xrightarrow{p}(1+c) \alpha^{2}+\delta^{2},
\end{gathered}
$$

and

$$
\begin{aligned}
& n {\left[\begin{array}{c}
\frac{1}{p} \operatorname{tr}(s)-\alpha \\
\frac{1}{p} \operatorname{tr}\left(S^{2}\right)-\frac{n+p+1}{n} \alpha^{2}
\end{array}\right] } \\
& \quad \xrightarrow{d} N\left(\left[\begin{array}{l}
0 \\
0
\end{array}\right],\left[\begin{array}{cc}
\frac{2 \alpha^{2}}{c} & 4\left(1+\frac{1}{c}\right) \alpha^{3} \\
4\left(1+\frac{1}{c}\right) \alpha^{3} & 4\left(\frac{2}{c}+5+2 c\right) \alpha^{4}
\end{array}\right]\right)
\end{aligned}
$$

with

$$
\alpha=\frac{1}{p} \sum_{j=1}^{p} \lambda_{j}
$$

and

$$
\delta^{2}=\frac{1}{p} \sum_{j=1}^{p}\left(\lambda_{j}-\alpha\right)^{2}
$$

where $\lambda_{1}, \ldots, \lambda_{p}$ are the eigenvalues of $\Sigma$.
(8) [Jiang (2004)] Let $x_{n}=\left(x_{i j}\right)$ be $n \times p$, where the $n$ rows are observations from a multivariate normal distribution and each of $p$ columns has $n$ observations. Let

$$
\rho_{i j}=\frac{\sum_{k=1}^{n}\left(x_{k i}-\bar{x}_{i}\right)\left(x_{k j}-\bar{x}_{j}\right)}{\sqrt{\sum_{k=1}^{n}\left(x_{k i}-\bar{x}_{i}\right)^{2} \sum_{k=1}^{n}\left(x_{k j}-\bar{x}_{j}\right)^{2}}}
$$

where

$$
\bar{x}_{i}=\frac{1}{n} \sum_{k=1}^{n} x_{k i}
$$

Then $R=\left(\rho_{i j}\right)$ is a $p \times p$ sample correlation matrix. Define

$$
L_{n}=\max _{1 \leq i \leq j \leq p}\left|\rho_{i j}\right|
$$

Show that if $\frac{n}{p} \rightarrow \gamma \in(0, \infty)$

$$
\lim _{n \rightarrow \infty} \sqrt{\frac{n}{\log n} L_{n}}=2
$$

almost surely and

$$
P\left(n L_{n}^{2}-4 \log n+\log (\log n) \leq y\right) \rightarrow e^{-k e^{-y / 2}}
$$

with

$$
k=\frac{1}{\gamma^{2} \sqrt{8 \pi}}
$$

(9) (Jiang and Yang, 2013) Let $p \times 1$ vector $x_{i} \stackrel{\text { i.i.d. }}{\sim} N(\mu, \Sigma), i=1, \ldots, n$. Consider the spherical test

$$
H_{0}: \Sigma=\lambda I_{p}
$$

versus

$$
H_{a}: \Sigma \neq \lambda I_{p}
$$

for a $\lambda$. Define

$$
\bar{x}=\frac{1}{n} \sum_{i=1}^{n} x_{i}
$$

and

$$
S=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(x_{i}-\bar{x}\right)^{\prime}
$$

Let

$$
V_{n}=|S|\left(\frac{\operatorname{tr}(S)}{p}\right)^{-p}
$$

(a) Show that under the null

$$
-(n-1) \rho \log V_{n} \xrightarrow{d} \chi_{f}^{2}
$$

as $n \rightarrow \infty$ with $p$ fixed where

$$
\rho=1-\frac{2 p^{2}+p+2}{6(n-1) p}
$$

and

$$
f=\frac{1}{2}(p-1)(p+2)
$$

(b) Show that

$$
\frac{\log V_{n}-\mu_{n}}{\sigma_{n}} \xrightarrow{d} N(0,1)
$$

as $\frac{p}{n} \rightarrow y \in(0,1]$ where

$$
\mu_{n}=-p-\left(n-p-\frac{3}{2}\right) \log \left(1-\frac{p}{n-1}\right)
$$

and

$$
\sigma_{n}^{2}=-2\left[\frac{p}{n-1}+\log \left(1-\frac{p}{n-1}\right)\right]
$$

(10) (Chen and Jiang, 2018) Define

$$
\Lambda_{n}=\left(\frac{e}{n-1}\right)^{\frac{(n-1) p}{2}} e^{-\frac{\operatorname{tr}(S)}{2}}|S|^{\frac{n-1}{2}}
$$

Show that as $(n, p) \rightarrow \infty$

$$
\frac{\log \Lambda_{n}-\mu_{n}}{n \sigma_{n}} \xrightarrow{d} N(0,1)
$$

with

$$
\mu_{n}=-\frac{1}{4}(n-1)(2 n-2 p-3) \log \left(1-\frac{p}{n-1}\right)+\frac{1}{2}
$$

(11) Let

$$
\Sigma=\left(\rho^{|j-i|}\right)_{p \times p}
$$

for $\rho \in(-1,1)$. Show that

$$
\begin{aligned}
\operatorname{tr}\left(\Sigma^{2}\right)= & \frac{p}{1-p^{2}}+\frac{\rho^{2}\left(\rho^{2 p}-1\right)}{\left(1-\rho^{2}\right)^{2}}=O(p) \\
\operatorname{tr}\left(\Sigma^{4}\right)= & 2 \sum_{k=1}^{p-1}(p-k)(k+1)^{2} \rho^{2 k} \\
& +p \frac{\left(1+\rho^{2}+7 \rho^{4}-\rho^{6}\right)}{\left(1-\rho^{2}\right)^{3}}+O(1) \\
& \operatorname{tr}\left(\Sigma^{4}\right)=O(p)
\end{aligned}
$$

and

$$
\operatorname{tr}\left(\Sigma^{4}\right)=o\left\{\operatorname{tr}^{2}\left(\Sigma^{2}\right)\right\}
$$

(12) (Chen et al., 2010) Let $x_{i} \stackrel{\text { i.i.d. }}{\sim} N(\mu, \Sigma), i=1, \ldots, n$, where $x_{i}$ is $p \times 1$. Let

$$
\begin{aligned}
& y_{1 n}=\frac{1}{n} \sum_{i=1}^{n} x_{i}^{\prime} x_{i} \\
& y_{2 n}=\frac{1}{P_{n}^{2}} \sum_{i \neq j}\left(x_{i}^{\prime} x_{j}\right)^{2}, \\
& y_{3 n}=\frac{1}{P_{n}^{2}} \sum_{i \neq j} x_{i}^{\prime} x_{j} \\
& y_{4 n}=\frac{1}{P_{n}^{3}} \sum_{i} \sum_{j} \sum_{k} x_{i}^{\prime} x_{j} x_{j}^{\prime} x_{k},
\end{aligned}
$$

and

$$
y_{5 n}=\frac{1}{P_{n}^{4}} \sum_{i} \sum_{j} \sum_{k} \sum_{l} x_{i}^{\prime} x_{j} x_{k}^{\prime} x_{l}
$$

with

$$
P_{n}^{r}=\frac{n!}{(n-r)!}
$$

Define

$$
\begin{aligned}
& T_{1 n}=y_{1 n}-y_{3 n} \\
& T_{2 n}=y_{2 n}-2 y_{4 n}+y_{5 n}
\end{aligned}
$$

and

$$
U_{n}=p\left(\frac{T_{2 n}}{T_{1 n}^{2}}\right)-1
$$

Show that as $\operatorname{tr}\left(\Sigma^{2}\right) \rightarrow \infty$ and $\frac{\operatorname{tr}\left(\Sigma^{4}\right)}{\operatorname{tr}^{2}\left(\Sigma^{2}\right)} \rightarrow 0$

$$
\frac{1}{\sigma_{1 n}}\left[\left(\frac{U_{n}+1}{p}\right)\left(\frac{\operatorname{tr}^{2}(\Sigma)}{\operatorname{tr}\left(\Sigma^{2}\right)}\right)-1\right] \xrightarrow{d} N(0,1)
$$

with

$$
\begin{aligned}
\sigma_{1 n}^{2}= & \frac{4}{n^{2}}+\frac{8}{n} \operatorname{tr}\left[\left(\frac{\Sigma^{2}}{\operatorname{tr}\left(\Sigma^{2}\right)}-\frac{\Sigma}{\operatorname{tr}(\Sigma)}\right)^{2}\right] \\
& +\frac{4 \Delta}{n} \operatorname{tr}\left[\left(\frac{A^{2}}{\operatorname{tr}\left(\Sigma^{2}\right)}-\frac{A}{\operatorname{tr}(\Sigma)}\right) \circ\left(\frac{A^{2}}{\operatorname{tr}\left(\Sigma^{2}\right)}-\frac{A}{\operatorname{tr}(\Sigma)}\right)\right]
\end{aligned}
$$

where for two matrices $C=\left(c_{i j}\right)$ and $B=\left(b_{i j}\right), C \circ B=\left(c_{i j} b_{i j}\right)$.

## Chapter 3

## Factor-Augmented Panel Data Regression Models

### 3.1. Motivation

In the past decades, factor-augmented panel data regression models have received tremendous attention in econometrics literature and empirical studies. Adding an interactive form of unobserved factors could include the traditional linear panel data regression models as special cases. In addition, the factor structure could be used to model heterogeneous impacts of unobserved common shocks and cross-sectional dependence. Recently, Hsiao (2018) provides a very detailed and insightful review on the main modeling and estimation approaches in the literature. In this chapter, three main approaches are introduced, including Pesaran's (2006) common correlated effect (CCE) approach and Bai's (2009) iterated principal component (IPC) approach and the likelihood approach proposed by Bai and Li (2014) and advocated by Hsiao (2018).

Pesaran (2006) develops CCE estimators for large heterogeneous panels with a general multifactor error structure. The idea of CCE approach is to use cross-sectional averages of dependent and independent variables to proxy for the unobserved factors, thus the slope parameters can be estimated by least squares using augmented data when the cross-section dimension is large. Kapetanios, Pesaran and Yamagata (2011) show that the CCE estimator can be extended to the case of nonstationary unobserved common factors. Additionally, the CCE approach is also shown to be applicable to situations of spatial and other forms of weak cross-sectional dependent errors (Pesaran and Tosetti, 2011; Chudik, Pesaran and Tosetti, 2011), and
heterogeneous dynamic panel data models with weakly exogenous regressors (Chudik and Pesaran, 2015). Baltagi, Feng and Kao (2016, 2019) generalize Pesaran's (2006) heterogeneous panels by allowing for unknown common structural breaks in slopes and factor loadings due to global technological or financial shocks in the cases of exogenous and endogenous regressors.

Bai (2009) takes a different perspective and treats the unobservable factor structure as interactive fixed effects in a homogeneous panel data model. In this model, factors and loadings are treated as parameters to be estimated, so the correlations between regressors and factors and loadings are allowed. An IPC estimator is developed to consistently estimate slopes and factor structure.

Since the advancement of Pesaran's (2006) CCE approach and Bai's (2009) IPC method, a multifactor error structure has been widely employed in empirical studies to model cross-sectional dependence and heterogeneous effects of unobserved macro shocks. For example, in the applications of the CCE approach, common factors are used to account for spillover in a study of private returns to R\&D (Eberhardt, Helmers and Strauss, 2013), and to control for unobserved heterogeneity when examining the relationship between public debt and long-run growth (Eberhardt and Presbitero, 2015). In Boneva and Linton's (2017) research on the issuing of a corporate bond, unobserved common shocks such as the global financial crisis are modeled by interactive fixed effects in a discrete-choice model in heterogeneous panels. In addition, heterogeneous responses to aggregate shocks are allowed for by common factors in examining the effect of financial aid on macro outcomes by Temple and Van de Sijpe (2017), also, the reaction in a given US state to capital tax changes in other states by Chirinko and Wilson (2017).

In the applications of the IPC approach, Kim and Oka (2014) examine the effects of unilateral divorce laws on divorce rates in the US. They control for endogeneity due to the correlation between the unobserved heterogeneity and regressors to deal with bias in the resulting estimates of the treatment effects. Similarly, Gobillon and Magnac (2016) use Bai's (2009) IPC approach to evaluate the effect of an enterprise zone program. Totty (2017), on the other hand, estimates the effect of minimal wage increase on employment in the US with a factor structure to address concerns related to unobserved heterogeneity.

In this chapter, we introduce these three main approaches in the factor-augmented panel data regression models. In particular, in Section 3.2, Pesaran's (2006) CCE approach is discussed in detail. Section 3.3 presents Bai's (2009) IPC approach. A likelihood approach is introduced in

Section 3.4, and other studies are briefly discussed in Section 3.5. Finally, an empirical example is used to illustrate these approaches.

### 3.2. CCE Approach

Pesaran's (2006) CCE approach is originally developed in a static heterogeneous panel data model with large $n$ and large $T$. It can be applied to the cases of homogeneous panels, dynamic and fixed $T$, etc. Here, we start with a simplified version and then extend to the general model considered by Pesaran (2006). In a heterogeneous panel data model:

$$
\begin{equation*}
y_{i t}=x_{i t}^{\prime} \beta_{i}+e_{i t}, \quad i=1, \ldots, n ; \quad t=1, \ldots, T \tag{3.1}
\end{equation*}
$$

$x_{i t}$ is a $p \times 1$ vector of explanatory variables, and the errors are crosssectionally correlated, modeled by a multifactor structure

$$
\begin{equation*}
e_{i t}=\gamma_{i}^{\prime} f_{t}+\varepsilon_{i t} \tag{3.2}
\end{equation*}
$$

where $f_{t}$ is an $m \times 1$ vector of unobserved factors and $\gamma_{i}$ is the corresponding loading vector. Here $\varepsilon_{i t}$ is the idiosyncratic error independent of $x_{i t}$. However, $x_{i t}$ could be affected by the unobservable common effects $f_{t}$. Projecting $x_{i t}$ on $f_{t}$, we obtain

$$
\begin{equation*}
x_{i t}=\Gamma_{i}^{\prime} f_{t}+v_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T \tag{3.3}
\end{equation*}
$$

where $\Gamma_{i}$ is an $m \times p$ factor loading matrix, and $v_{i t}$ is a $p \times 1$ vector of disturbances. Due to the correlation between $x_{i t}$ and $e_{i t}$, the ordinary least squares (OLS) for each individual regression could be inconsistent.

To deal with the endogeneity due to the unobserved factors, Pesaran (2006) proposes an innovative idea of using the cross-sectional averages of $y_{i t}$ and $x_{i t}$ as proxies for $f_{t}$. Plugging (3.2) and (3.3) into (3.1) gives

$$
\begin{align*}
y_{i t} & =x_{i t}^{\prime} \beta_{i}+\gamma_{i}^{\prime} f_{t}+\varepsilon_{i t} \\
& =\left(\Gamma_{i}^{\prime} f_{t}+v_{i t}\right)^{\prime} \beta_{i}+\gamma_{i}^{\prime} f_{t}+\varepsilon_{i t} \\
& =\left(\beta_{i}^{\prime} \Gamma_{i}+\gamma_{i}^{\prime}\right) f_{t}+\left(\beta_{i}^{\prime} v_{i t}+\varepsilon_{i t}\right) \tag{3.4}
\end{align*}
$$

Combining (3.4) and (3.3) yields

$$
\begin{align*}
\underset{(p+1) \times 1}{w_{i t}} & =\binom{y_{i t}}{x_{i t}}=\binom{\left(\beta_{i}^{\prime} \Gamma_{i}+\gamma_{i}^{\prime}\right) f_{t}+\left(\beta_{i}^{\prime} v_{i t}+\varepsilon_{i t}\right)}{\Gamma_{i}^{\prime} f_{t}+v_{i t}} \\
& =\underset{(p+1) \times m m \times 1}{C_{i}^{\prime}} \underset{(p+1) \times 1}{f_{t}}+\underset{i t}{ } \tag{3.5}
\end{align*}
$$

where

$$
\begin{aligned}
\underset{m \times(p+1)}{C_{i}} & =\left(\gamma_{i}, \Gamma_{i}\right)\left(\begin{array}{cc}
1 & 0 \\
\beta_{i} & I_{p}
\end{array}\right), \\
u_{i t} & =\binom{\beta_{i}^{\prime} v_{i t}+\varepsilon_{i t}}{v_{i t}}
\end{aligned}
$$

Let $\bar{w}_{t}=\sum_{i=1}^{n} \theta_{i} w_{i t}$ be the cross-sectional averages of $w_{i t}$ using weights $\theta_{i}, i=1, \ldots, n$. They satisfy conditions: $\theta_{i}=O\left(\frac{1}{n}\right), \sum_{i=1}^{n} \theta_{i}=1$ and $\sum_{i=1}^{n}\left|\theta_{i}\right|<\infty$. A simple example is the equal weights, i.e., $\theta_{i}=1 / n$. In particular,

$$
\begin{equation*}
\bar{w}_{t}=\bar{C}^{\prime} f_{t}+\bar{u}_{t} \tag{3.6}
\end{equation*}
$$

where $\bar{C}=\sum_{i=1}^{n} \theta_{i} C_{i}$ and

$$
\begin{equation*}
\bar{u}_{t}=\sum_{i=1}^{n} \theta_{i} u_{i t}=\binom{\bar{\varepsilon}_{t}+\sum_{i=1}^{n} \theta_{i} \beta_{i}^{\prime} v_{i t}}{\bar{v}_{t}} \tag{3.7}
\end{equation*}
$$

with $\bar{\varepsilon}_{t}=\sum_{i=1}^{n} \theta_{i} \varepsilon_{i t}$ and $\bar{v}_{t}=\sum_{i=1}^{n} \theta_{i} v_{i t}$.
When $\bar{C}$ is of full rank, $\bar{C} \bar{C}^{\prime}$ is invertible. From (3.6), $f_{t}$ can be written as follows:

$$
f_{t}=\left[\bar{C} \bar{C}^{\prime}\right]^{-1} \bar{C}\left(\bar{w}_{t}-\bar{u}_{t}\right)
$$

Intuitively, in the case of equal weights $\theta_{i}=1 / n, i=1, \ldots, n, \bar{u}_{t}$ is the combination of averaged errors. By the Law of Large Numbers and the assumption of independence between $\beta_{i}$ and $x_{i t}\left(\right.$ or $\left.v_{i t}\right), \bar{u}_{t} \rightarrow 0$ as $n \rightarrow \infty$, yielding

$$
\begin{equation*}
f_{t}-\left[\bar{C} \bar{C}^{\prime}\right]^{-1} \bar{C} \bar{w}_{t} \xrightarrow{p} 0 \tag{3.8}
\end{equation*}
$$

This implies that it is asymptotically valid to consider $f_{t}$ as a linear function of $\bar{w}_{t}$. Pesaran (2006) suggests augmenting the original regression (3.1) by adding $\bar{w}_{t}$, the cross-sectional averages of dependent and independent variables, as additional regressors to control for the effects of $f_{t}$. That is, the regression becomes

$$
y_{i t}=x_{i t}^{\prime} \beta_{i}+\varphi_{i}^{\prime} \bar{w}_{t}+\epsilon_{i t} .
$$

From this perspective, this CCE approach is regarded as a way to predict the unobserved $f_{t}$ using observables. It is also similar to IV estimation in the sense that the CCE approach uses predicted value to solve the endogeneity issue.

The matrix form of (3.4) is

$$
\begin{equation*}
Y_{i}=X_{i} \beta_{i}+F \gamma_{i}+\varepsilon_{i} \tag{3.9}
\end{equation*}
$$

If $F$ were treated as observable regressors, then the OLS estimator of $\beta_{i}$ can be estimated by partitioned regression. However, equation (3.8) suggests that $f_{t}$ can be proxied by $\bar{w}_{t}$. Or $F$ can be wiped out asymptotically by a projection matrix based on $\bar{w}_{t}$. Let $\bar{W}=\left(\bar{w}_{1}, \bar{w}_{2}, \ldots, \bar{w}_{T}\right)^{\prime}$ denote the $T \times(p+1)$ matrix of cross-sectional averages of dependent and independent variables. Denote the $T \times T$ matrix $M_{w}$ by $M_{w}=I_{T}-\bar{W}\left(\bar{W}^{\prime} \bar{W}\right)^{-1} \bar{W}^{\prime}$. Premultiplying both sides of (3.9) by $M_{w}$, we obtain

$$
\begin{equation*}
M_{w} Y_{i}=M_{w} X_{i} \beta_{i}+M_{w} F \gamma_{i}+M_{w} \varepsilon_{i} \tag{3.10}
\end{equation*}
$$

It is expected that the terms involving $M_{w} F$ are ignorable asymptotically as $n \rightarrow \infty$, and that there is no endogeneity due to unobserved factors in equation (3.10). Thus, the CCE estimator of $\beta_{i}$ is defined as the least squares of transformed data

$$
\hat{\beta}_{i, \mathrm{CCE}}=\left(X_{i}^{\prime} M_{w} X_{i}\right)^{-1} X_{i}^{\prime} M_{w} Y_{i} .
$$

When a common slope $\beta$, instead of individual slope $\beta_{i}$, is the parameter of interest in empirical studies, under the random coefficient assumption, it can be obtained by the CCE mean group (CCEMG) estimator

$$
\hat{\beta}_{\mathrm{CCEMG}}=\frac{1}{n} \sum_{i=1}^{n} \hat{\beta}_{i, \mathrm{CCE}}
$$

or CCE-pooled (CCEP) estimator

$$
\hat{\beta}_{\mathrm{CCEP}}=\left(\sum_{i=1}^{n} \tilde{\theta}_{i} X_{i}^{\prime} M_{w} X_{i}\right)^{-1} \sum_{i=1}^{n} \tilde{\theta}_{i} X_{i}^{\prime} M_{w} Y_{i}
$$

where $\tilde{\theta}_{i}$ is a different set of weights. Under some conditions,

$$
\sqrt{n}\left(\hat{\beta}_{\mathrm{CCEMG}}-\beta\right) \xrightarrow{d} N\left(0, \Sigma_{\mathrm{MG}}\right),
$$

where $\Sigma_{\text {MG }}$ can be consistently estimated by

$$
\frac{1}{n-1} \sum_{i=1}^{n}\left(\hat{\beta}_{i, \mathrm{CCE}}-\hat{\beta}_{\mathrm{CCEMG}}\right)\left(\hat{\beta}_{i, \mathrm{CCE}}-\hat{\beta}_{\mathrm{CCEMG}}\right)^{\prime}
$$

The general case considered by Pesaran (2006) includes observed factors, e.g., season dummies denoted by $d_{t}$ :

$$
y_{i t}=\alpha_{i}^{\prime} d_{t}+x_{i t}^{\prime} \beta_{i}+e_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T
$$

Thus, equation (3.9) becomes

$$
Y_{i}=D \alpha_{i}+X_{i} \beta_{i}+F \gamma_{i}+\varepsilon_{i}
$$

where $D=\left(d_{1}, d_{2}, \ldots, d_{T}\right)^{\prime}$. Different from unobserved factors $F$, the observed factors $D$ can be partialled out directly. In this case, the projection matrix $M_{w}(3.10)$ can be replaced by $M_{h}=I_{T}-H\left(H^{\prime} H\right)^{-1} H^{\prime}$, where $H=(D, \bar{W})$.

### 3.3. IPC Approach

Another popular approach of estimating factor-augmented panel regression model is IPC proposed by Bai (2009) in a homogeneous panel data model:

$$
\begin{equation*}
y_{i t}=x_{i t}^{\prime} \beta+u_{i t}=x_{i t}^{\prime} \beta+\lambda_{i}^{\prime} f_{t}+\varepsilon_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T \tag{3.11}
\end{equation*}
$$

In this model, the factor structure $\lambda_{i}^{\prime} f_{t}$ is considered as a generalized version of fixed effects with an interaction form, instead of an additive form $\lambda_{i}+f_{t}$ in a two-way error component panel data model. Different from the model above using CCE approach, here $\gamma_{i}$ could be correlated with regressors $x_{i t}$, as in the traditional fixed effects model. Thus, there is an additional source of endogeneity. Therefore, the CCEMG or CCEP could be inconsistent in the model (3.11) under this assumption.

To obtain a consistent estimator of $\beta$ in equation (3.11), Bai (2009) proposes an iteration method based on the principal components method. Different from Pesaran's (2006) approach, in which the unobserved factors are partialled out, the IPC approach treats factors and loadings as parameters and estimates them directly. The matrix form of (3.11) is

$$
\begin{equation*}
Y_{i}=X_{i} \beta+F \lambda_{i}+\varepsilon_{i} . \tag{3.12}
\end{equation*}
$$

Define $n \times r$ matrix $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)^{\prime}$. The parameters of interest here include $\beta, F$ and $\Lambda$. The least squares estimator is defined as the solution to minimizing the sum of squared residuals

$$
\begin{equation*}
\min \operatorname{SSR}(\beta, F, \Lambda)=\sum_{i=1}^{n}\left(Y_{i}-X_{i} \beta-F \lambda_{i}\right)^{\prime}\left(Y_{i}-X_{i} \beta-F \lambda_{i}\right) \tag{3.13}
\end{equation*}
$$

Stacking observations through all $n$ individuals, we write equation (3.12) as

$$
Y=X \beta+F \Lambda^{\prime}+\varepsilon
$$

where $Y=\left(Y_{1}, \ldots, Y_{n}\right), X=\left(X_{1}, \ldots, X_{n}\right)$ and $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$. Since $F$ and $\Lambda$ are not identifiable, additional restrictions are imposed on the factor structure: $F^{\prime} F / T=I_{r}$ and $\Lambda^{\prime} \Lambda=$ diagonal.

With these additional restrictions, an iterated estimation procedure is proposed. First, for each given $F$, OLS of $\beta$ is obtained in (3.13)

$$
\hat{\beta}(F)=\left(\sum_{i=1}^{n} X_{i}^{\prime} M_{F} X_{i}\right)^{-1} \sum_{i=1}^{n} X_{i}^{\prime} M_{F} Y_{i},
$$

where $M_{F}=I_{T}-F\left(F^{\prime} F\right)^{-1} F^{\prime}=I_{T}-F F^{\prime} / T$. Second, for a given $\beta$, $Y_{i}-X_{i} \beta=F \lambda_{i}+\varepsilon_{i}$ has a pure factor structure. The least squares estimator of $F$ is equal to the first $r$ eigenvectors (multiplied by $\sqrt{T}$ ) associated with the $r$ largest eigenvalues of the matrix $\sum_{i=1}^{n}\left(Y_{i}-X_{i} \beta\right)\left(Y_{i}-X_{i} \beta\right)^{\prime}$. Once the estimated factor $\hat{F}$ is obtained in the second step, the slope estimator $\hat{\beta}(F)$ in the first step can be updated. Thus, the final least squares estimator $(\hat{\beta}, \hat{F})$, referred to as the IPC estimator, is the solution of following iteration:

$$
\begin{gather*}
\hat{\beta}=\left(\sum_{i=1}^{n} X_{i}^{\prime} M_{\hat{F}} X_{i}\right)^{-1} \sum_{i=1}^{n} X_{i}^{\prime} M_{\hat{F}} Y_{i}  \tag{3.14}\\
{\left[\frac{1}{n T} \sum_{i=1}^{n}\left(Y_{i}-X_{i} \beta\right)\left(Y_{i}-X_{i} \beta\right)^{\prime}\right] \hat{F}=\hat{F} V_{n T}} \tag{3.15}
\end{gather*}
$$

where $V_{n T}$ is a diagonal matrix that consists of the $r$ largest eigenvalues of $\frac{1}{n T} \sum_{i=1}^{n}\left(Y_{i}-X_{i} \beta\right)\left(Y_{i}-X_{i} \beta\right)^{\prime}$, arranged in descending order. The loading estimator is

$$
\hat{\Lambda}^{\prime}=\hat{F}^{\prime}(Y-X \hat{\beta}) / T .
$$

In practice, Bai (2009) proposes a more robust iteration procedure: given $F, \Lambda$, slope estimate can be computed by

$$
\begin{equation*}
\hat{\beta}(F, \Lambda)=\left(\sum_{i=1}^{n} X_{i}^{\prime} X_{i}\right)^{-1} \sum_{i=1}^{n} X_{i}^{\prime}\left(Y_{i}-F \lambda_{i}\right), \tag{3.16}
\end{equation*}
$$

and given $\hat{\beta}$ above, $F$ and $\Lambda$ can be computed from the pure factor structure $Y_{i}-X_{i} \hat{\beta}=F \lambda_{i}+e_{i}, i=1, \ldots, n$. This new iteration scheme calculates a matrix inverse $\left(\sum_{i=1}^{n} X_{i}^{\prime} X_{i}\right)^{-1}$ in (3.16) and avoids updating matrix inverse in each iteration in (3.14).

In the absence of correlations and heteroskedasticity, the IPC estimator $\hat{\beta}$ defined above is $\sqrt{n T}$ consistent without a bias. However, in a general case, $\hat{\beta}$ is asymptotically biased. Thus, Bai (2009) proposes a bias-corrected version of IPC estimator of $\beta$.

Compared to the CCE estimator proposed by Pesaran (2006), the IPC approach has the advantage of allowing for the correlation between factor loadings and regressors. In addition, no rank condition is required.

### 3.4. Likelihood Approach

Bai's (2009) IPC approach treats both factors and loadings as parameters, and controls the interactive fixed effects through estimating them. The benefit of this approach is allowing for arbitrary correlations between regressors and factors and loadings. However, there are too many parameters to estimate and a bias due to incidental parameters may arise. To address this concern, Bai and Li (2014) propose a likelihood approach to estimate the sample covariance matrix of factors (or loadings), instead of factors (or loadings) themselves, thus eliminating the incidental parameters problem in the time dimension (or cross-sectional dimension).

The model considered in Bai and Li (2014) is

$$
\begin{equation*}
y_{i t}=x_{i t}^{\prime} \beta+\lambda_{i}^{\prime} f_{t}+\varepsilon_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T . \tag{3.17}
\end{equation*}
$$

To estimate $\beta$, Hsiao (2018) considers a quasi-likelihood approach for (3.17) using the following objective function:

$$
-\frac{T}{2} \ln \left|\Sigma_{\varepsilon}\right|-\frac{1}{2} \sum_{i=1}^{n}\left(Y_{i}-X_{i} \beta-F \lambda_{i}\right)^{\prime} \Sigma_{\varepsilon}^{-1}\left(Y_{i}-X_{i} \beta-F \lambda_{i}\right)
$$

in a special case of homoskedasticity, i.e., $\Sigma_{\varepsilon}=E\left(\varepsilon_{i} \varepsilon_{i}^{\prime}\right)=\sigma_{\varepsilon}^{2} I_{T}$. Bai and Li (2014) take a different approach. Similar to Pesaran's (2006) model, the relationship between $x_{i t}$ and factor structure is specified in an additional equation:

$$
\begin{equation*}
x_{i t}=\gamma_{i}^{\prime} f_{t}+v_{i t} . \tag{3.18}
\end{equation*}
$$

Different from Pesaran (2006), this model allows for the correlation between $x_{i t}$ and $\lambda_{i}$ through the correlation between $\gamma_{i}$ and $\lambda_{i}$. Bai and $\mathrm{Li}(2014)$ treat loadings $\lambda_{i}, \gamma_{i}$ as parameters and estimate them jointly with $\beta$ by forming (3.17) and (3.18) in a simultaneous equation system. Let $\Gamma_{i}=\left(\lambda_{i}, \gamma_{i}\right)$, $z_{i t}=\left(y_{i t}, x_{i t}^{\prime}\right)^{\prime}$ and $u_{i t}=\left(\varepsilon_{i t}, v_{i t}^{\prime}\right)^{\prime}$. The model consisting of (3.17) and (3.18) can be written as

$$
\left[\begin{array}{cc}
1 & -\beta^{\prime} \\
0 & I_{p}
\end{array}\right] z_{i t}=\Gamma_{i}^{\prime} f_{t}+u_{i t} .
$$

Let $B=\left[\begin{array}{cc}1 & -\beta^{\prime} \\ 0 & I_{p}\end{array}\right], z_{t}=\left(z_{1 t}^{\prime}, \ldots, z_{n t}^{\prime}\right)^{\prime}$ and $\Gamma=\left(\Gamma_{1}, \ldots, \Gamma_{n}\right)^{\prime}, u_{t}=$ $\left(u_{1 t}^{\prime}, \ldots, u_{n t}^{\prime}\right)^{\prime}$. Stacking observations across $i$, we obtain

$$
\begin{equation*}
\left(I_{N} \otimes B\right) z_{t}=\Gamma f_{t}+u_{t}, \quad t=1, \ldots, T \tag{3.19}
\end{equation*}
$$

Thus, the model (3.19) becomes a high-dimensional factor model considered in Bai and $\mathrm{Li}(2012)$ except the term $\left(I_{n} \otimes B\right)$ in front of the observable $z_{t}$. As
in the estimation of system of equations, the objective function of maximum likelihood estimation considered in Bai and Li (2014) is

$$
\begin{equation*}
\ln L=-\frac{1}{2 n} \ln \left|\Sigma_{z z}\right|-\frac{1}{2 n} \operatorname{tr}\left[\left(I_{n} \otimes B\right) M_{z z}\left(I_{n} \otimes B^{\prime}\right) \Sigma_{z z}^{-1}\right] \tag{3.20}
\end{equation*}
$$

where $\Sigma_{z z}=\Gamma M_{f f} \Gamma^{\prime}+\Sigma_{u}, M_{z z}=\frac{1}{T} \sum_{t=1}^{T}\left(z_{t}-\bar{z}\right)\left(z_{t}-\bar{z}\right)^{\prime}$ is the data matrix and $\bar{z}=\frac{1}{T} \sum_{t=1}^{T} z_{t}$. The parameters to be estimated here are $\left(\beta, \Gamma, M_{f f}, \Sigma_{u}\right)$. Here $N(p+1) \times r$ matrix $\Gamma$ contains all factor loadings $\lambda_{i}, \gamma_{i}$ in equations of $y_{i t}$ and $x_{i t}, i=1, \ldots, n$, and $r \times r$ matrix $M_{f f}=$ $\frac{1}{T} \sum_{t=1}^{T}\left(f_{t}-\bar{f}\right)\left(f_{t}-\bar{f}\right)^{\prime}$ has $r \times(r+1) / 2$ distinct elements, $\bar{f}=\frac{1}{T} \sum_{t=1}^{T} f_{t}$. Different from Bai (2009), here only matrix $M_{f f}$, instead of $r \times T$ parameters $f_{t}, t=1, \ldots, T$, is to be estimated. Thus, the incidental parameters problem in time dimension is avoided. Moreover, $n(p+1) \times n(p+1)$ matrix $\Sigma_{u}=E\left(u_{t} u_{t}^{\prime}\right)=\operatorname{diag}\left(\Sigma_{11}, \ldots, \Sigma_{n n}\right)$ is a block diagonal matrix due to the uncorrelation of $u_{i t}$ across $i$.

The maximum likelihood estimator (MLE) of $\left(\beta, \Gamma, M_{f f}, \Sigma_{u}\right)$ is defined to maximize $\ln L$ in equation (3.20). The identification conditions required are as follows: $M_{f f}=I_{r}, \frac{1}{T} \sum_{t=1}^{T} f_{t}=0$, and $\frac{1}{n} \Gamma^{\prime} \Sigma_{u}^{-1} \Gamma$ is a diagonal matrix with its diagonal elements distinct and arranged in descending order. Under these conditions, parameters to be estimated reduce to $\left(\beta, \Gamma, \Sigma_{u}\right)$.

Bai and $\mathrm{Li}(2014)$ show that under some conditions and $\sqrt{n} / T \rightarrow 0$, the MLE of $\beta$ is $\sqrt{n T}$ consistent, efficient and has no asymptotic bias, which is different from Bai's (2009) IPC estimator. To implement the maximum likelihood method, Bai and Li (2014) adapt the ECM (expectation and conditional maximization) procedures.

In equation (3.19), an individual specific intercept term can be introduced to accommodate an intercept in equation (3.17) and nonzero means in equation (3.18). As shown in (3.20), only the second moments are involved, so including an intercept term does not affect the MLE.

Bai (2013) extends the likelihood approach to a dynamic panel data model with a factor error structure. With a proper treatment of the initial observation, the proposed MLE is consistent, efficient and asymptotically unbiased in cases of fixed $T$ and large $T$.

### 3.5. Other Studies

Other important approaches to deal with the unobserved factor structure in static panel data models include the quasi-difference method by Ahn et al. (2013), instrumental variable approach by Sarafidis and Robertson
(2015), etc. In a dynamic model, Moon and Weidner (2017) propose a biascorrected least squares estimator. Hsiao (2018) reviews the existing factoraugmented panel data regression models in the literature and categorizes them into four groups by treating $\lambda_{i}$ and $f_{t}$ as random or fixed effects. In terms of the potential correlations between $\lambda_{i}$ and $x_{i t}$, and between $f_{t}$ and $x_{i t}$, Pesaran's (2006) model and CCE approach introduced in Section 3.2 can be considered as the case of treating $\lambda_{i}$ as random and $f_{t}$ as fixed. Since in Bai's (2009) model, both $\lambda_{i}$ and $f_{t}$ are allowed to be correlated with $x_{i t}$, the IPC approach is considered as the case of treating both $\lambda_{i}$ and $f_{t}$ as fixed.

Hsiao (2018) suggests a quasi-likelihood approach as a common framework for four different combinations of random and fixed $\lambda_{i}$ and $f_{t}$. In a dynamic model,

$$
y_{i t}=\beta_{1} y_{i t-1}+x_{i t}^{\prime} \beta_{2}+\lambda_{i}^{\prime} f_{t}+\varepsilon_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T,
$$

when $T$ is fixed, it is reasonable to treat $\lambda_{i}$ as random and $f_{t}$ as fixed. In Hsiao's (2018) Monte Carlo experiments, both CCE and IPC approaches are invalid for the case of the dynamic model when $T$ is fixed. In this case, a quasi-maximum likelihood estimator introduced by Hsiao (2018) is consistent and asymptotically unbiased as $n \rightarrow \infty$.

### 3.6. An Empirical Example

In this section, CCE, IPC and likelihood approaches introduced above are illustrated by using a panel data set for China's provincial infrastructure investments over the period of 1996-2015. This data set is employed by Feng and $\mathrm{Wu}(2018)$ to investigate the productivity effect of infrastructure by estimating the output elasticity with respect to public infrastructure in an aggregate production function.

We start with a homogeneous panel data model based on an aggregate production function:

$$
\begin{equation*}
g_{i t}=\beta_{0}+\beta_{b} b_{i t}+\beta_{k} k_{i t}+\mu_{i}+\lambda_{t}+\epsilon_{i t}, \tag{3.21}
\end{equation*}
$$

where $g_{i t}$ is the logarithm of GDP per labor in province $i$ in year $t$, and $b_{i t}$ is the logarithm of public infrastructure stock per labor, and $k_{i t}$ is the logarithm of noninfrastructure capital stock per labor. In this equation, $\beta_{b}$ and $\beta_{k}$ are, respectively, the output elasticities of public infrastructure and noninfrastructure capital, and $\mu_{i}$ denotes province specific factors, such as location, weather, endowments of raw materials. Time effects
$\lambda_{t}$ are used to control for national-level macro shocks, and $\varepsilon_{i t}$ denotes the idiosyncratic error. To estimate the parameter of interest $\beta_{b}$, the following first-differenced equation form is used to deal with the nonstationarity of macroeconomic variables $g_{i t}, b_{i t}, k_{i t}$ :

$$
\begin{equation*}
\Delta g_{i t}=\beta_{b} \Delta b_{i t}+\beta_{k} \Delta k_{i t}+\Delta \lambda_{t}+\Delta \epsilon_{i t} . \tag{3.22}
\end{equation*}
$$

Summary statistics of the variables used in the regressions and detailed information of the data construction and variables can be found in Feng and Wu (2018).

Table 3.1 gives the first-differenced (FD) estimates assuming that the regressors $\Delta b_{i t}$ and $\Delta k_{i t}$ are exogenous. Besides the full sample estimates in column (1), estimates using subsamples of noneastern and eastern provinces are reported in columns (2) and (3) to highlight cross-region heterogeneity. Similarly, to allow for structural changes in elasticities, subsample estimates using the periods of 1997-2007 and 2008-2015 are presented in columns (4) and (5). Substantial differences in the magnitude of the estimated $\beta_{b}$ are observed, indicating that cross-region heterogeneity and structural changes should be accommodated in an empirically more flexible model.

Table 3.1 also reports Bai's (2009) IPC estimates in column (6), Bai and Li's (2014) MLE in column (7) and Pesaran's (2006) CCE mean group (CCEMG) estimates in column (8). In column (6), the IPC estimates of $\beta_{b}$ and $\beta_{k}$ are 0.197 and 0.349 , respectively. ${ }^{1}$ Compared with column (1), the IPC estimate of $\beta_{k}$ varies little after controlling for interactive fixed effects, while the IPC estimate of $\beta_{b}$ increases from 0.127 to 0.197 . MLE results proposed by Bai and Li (2014) are included in column (7). In the case of two factors, the MLE of $\beta_{b}$ and $\beta_{k}$ are 0.233 and 0.517 , slightly bigger than those of IPC. When there is one unobserved factor in errors, the MLE results are very close to IPC estimates.

Column (8) estimates a heterogeneous model to allow for different elasticities across provinces:

$$
\begin{equation*}
\Delta g_{i t}=\beta_{b, i} \Delta b_{i t}+\beta_{k, i} \Delta k_{i t}+\Delta \lambda_{t}+\Delta \epsilon_{i t} . \tag{3.23}
\end{equation*}
$$

Column (8) assumes a factor structure in the error $\Delta \epsilon_{i t}=\gamma_{i}^{\prime} f_{t}+\varepsilon_{i t}$ in equation (3.23) to capture the heterogeneous impact of unobserved macro shocks $f_{t}$, and the fact that regressors $\Delta b_{i t}, \Delta k_{i t}$ can be affected by the

[^0]Table 3.1. Output elasticities estimates.
Dependent variable: Output per labor

|  | FD |  |  |  |  | IPC | MLE | CCEMG |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Independent variables | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| Infrastructure per labor | $\begin{gathered} 0.127^{* * *} \\ (0.025) \end{gathered}$ | $\begin{gathered} 0.166^{* * *} \\ (0.025) \end{gathered}$ | $\begin{gathered} 0.107 * * * \\ (0.026) \end{gathered}$ | $\begin{gathered} 0.144^{* * *} \\ (0.031) \end{gathered}$ | $\begin{gathered} 0.088^{* *} \\ (0.036) \end{gathered}$ | $\begin{gathered} 0.197^{* * *} \\ (0.017) \end{gathered}$ | 0.233 | $\begin{gathered} 0.194^{* * *} \\ (0.023) \end{gathered}$ |
| Noninfrastructure per labor | $\begin{gathered} 0.324^{* * *} \\ (0.027) \end{gathered}$ | $\begin{gathered} 0.346^{* * *} \\ (0.024) \end{gathered}$ | $\begin{gathered} 0.321^{* * *} \\ (0.025) \end{gathered}$ | $\begin{gathered} 0.340 * * * \\ (0.040) \end{gathered}$ | $\begin{gathered} 0.315^{* * *} \\ (0.024) \end{gathered}$ | $\begin{gathered} 0.349 * * * \\ (0.018) \end{gathered}$ | 0.517 | $\begin{gathered} 0.407 * * * \\ (0.037) \end{gathered}$ |
| Regions | All | Noneastern | Eastern | All | All | All | All | All |
| Periods | All | All | All | 1997-2007 | 2008-2015 | All | All | All |
| Year effects | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| No. of observations | 569 | 360 | 209 | 329 | 240 | 569 | 569 | 569 |
| Overall $R^{2}$ | 0.727 | 0.762 | 0.758 | 0.755 | 0.670 |  |  | 0.72 |

Notes: Standard errors are reported in parentheses. The stars, ${ }^{*},{ }^{* *}$ and ${ }^{* * *}$ indicate the significance level at $10 \%, 5 \%$ and $1 \%$, respectively.
unobserved common factors $f_{t}$. For this model, Pesaran's (2006) CCEMG can be applied directly. Compared with the usual first-difference estimates in column (1), CCEMG in column (8) accommodates two empirical features: slope heterogeneity and cross-sectional dependence. The CCEMG estimates of $\beta_{b}$ and $\beta_{k}$ are 0.194 and 0.407 , respectively, very close to the corresponding IPC estimates in column (6) and both are slightly different from the FD estimates in column (1).

### 3.7. Exercises

(1) (Doz, Giannone, and Reichlin, 2012) Consider

$$
y_{t}=\Lambda f_{t}+e_{t}
$$

where $f_{t}=\left(f_{1 t}, \ldots, f_{r t}\right)^{\prime}$ is an $r \times 1, \Lambda$ is an $n \times r$ factor loading matrix, and $e_{t}=\left(e_{1 t}, \ldots, e_{n t}\right)^{\prime}$ is an $n \times 1$ idiosyncratic components with $e_{t} \stackrel{\text { i.i.d. }}{\sim} N(0, \Sigma)$ where $\Sigma$ is a diagonal matrix. Assume

$$
A(L) f_{t}=u_{t}
$$

with

$$
A(L)=I-A_{1} L-\cdots-A_{p} L^{p}
$$

an $r \times r$ filter of finite length $p$ with roots outside the unit circle, and $u_{t}$ an $r$-dimensional Gaussian white noise, $u_{t} \stackrel{\text { i.i.d. }}{\sim} N\left(0, I_{r}\right)$. Let $\widehat{\theta}$ be the quasi maximum likelihood estimator (QMLE) of parameters $\theta$. Define

$$
\widehat{F}_{\widehat{\theta}}=E_{\widehat{\theta}}[F \mid Y]
$$

with $F=\left(f_{1}, \ldots, f_{T}\right)^{\prime}$ and $Y=\left(y_{1}, \ldots, y_{T}\right)^{\prime}$ where $\widehat{F}_{\widehat{\theta}}=$ $\left(\widehat{f}_{\widehat{\theta} 1}, \ldots, \widehat{f}_{\widehat{\theta} T}\right)^{\prime}$. Show that

$$
\operatorname{trace}\left(\frac{1}{T}\left(F-\widehat{F}_{\widehat{\theta}} \widehat{H}\right)^{\prime}\left(F-\widehat{F}_{\widehat{\theta}} \widehat{H}\right)\right)=O_{p}\left(\frac{1}{\Delta_{n T}}\right)
$$

as $(n, T) \rightarrow \infty$ where $\widehat{H}=\left(\widehat{F}_{\widehat{\theta}}^{\prime} \widehat{F}_{\widehat{\theta}}\right)^{-1} \widehat{F}_{\widehat{\theta}}^{\prime} F$ and $\Delta_{n T}=\min \left\{\sqrt{T}, \frac{n}{\log n}\right\}$.
(2) (Continued) Assume

$$
f_{t} \stackrel{\text { i.i.d. }}{\sim} N\left(0, I_{r}\right)
$$

and

$$
e_{t} \stackrel{\text { i.i.d. }}{\sim} N\left(0, \sigma^{2} I_{r}\right) .
$$

Show that:
(a) the log-likelihood function is

$$
\log L(Y ; \theta)=-\frac{n T}{2} \log 2 \pi-\frac{T}{2} \log \left|\Lambda \Lambda^{\prime}+\sigma^{2} I_{n}\right|-\frac{T}{2} \operatorname{trace}\left(\Lambda \Lambda^{\prime}+\sigma^{2} I_{n}\right)
$$

(b) the QMLE are

$$
\widehat{\Lambda}=V\left(D-\widehat{\sigma}^{2} I_{r}\right)^{1 / 2}
$$

and

$$
\widehat{\sigma}^{2}=\frac{1}{n} \operatorname{trace}\left(S-\widehat{\Lambda} \widehat{\Lambda}^{\prime}\right),
$$

where $D$ is an $r \times r$ diagonal matrix containing the $r$ largest eigenvalues of the sample covariance matrix

$$
S=\frac{1}{T} Y^{\prime} Y
$$

and $V$ is the $n \times r$ matrix whose columns are the corresponding normalized eigenvectors such that $V^{\prime} V=I_{r}$ and $S V=V D$;
(c)

$$
\widehat{F}_{\widehat{\theta}}=Y V\left(D-\widehat{\sigma}^{2} I_{r}\right)^{1 / 2} D^{-1}
$$

(3) (Barigozzi and Cho, 2019) Consider

$$
y_{i t}=\chi_{i t}+e_{i t}
$$

with

$$
\chi_{i t}=\lambda_{i}^{\prime} f_{t}
$$

Let

$$
\widehat{\chi}_{i t}^{p c}=\sum_{j=1}^{r} \widehat{w}_{i j} \widehat{w}_{j} y_{t}
$$

where $\widehat{w}_{j}=\left(\widehat{w}_{1 j}, \ldots, \widehat{w}_{n j}\right)$ is the normalized eigenvector corresponding to the $j$ th largest eigenvalue of the sample covariance matrix of $y_{t}$. Show that

$$
\max _{i} \max _{t}\left|\widehat{\chi}_{i t}^{p c}-\chi_{i t}\right|=O_{p}\left(\max \left(\sqrt{\frac{\log n}{T}}, \frac{1}{\sqrt{n}}\right) \log T\right)
$$

(4) (Bai and Liao, 2013) Consider

$$
y_{i t}=\lambda_{i}^{\prime} f_{t}+u_{i t}
$$

where $f_{t}$ is an $r \times 1$ vector of common factors, $\lambda_{i}$ is a vector of factor loadings, and $u_{i t}$ is the idiosyncratic component.

Let $y_{t}=\left(y_{i t}, \ldots, y_{n t}\right)^{\prime}, \Lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)^{\prime}$ and $u_{t}=\left(u_{1 t}, \ldots, u_{n t}\right)^{\prime}$. In vector form,

$$
y_{t}=\Lambda f_{t}+u_{t} .
$$

Define

$$
\left(\widehat{\Lambda}, \widehat{f_{t}}\right)=\arg \min _{\Lambda, f_{t}} \sum_{t=1}^{T}\left(y_{t}-\Lambda f_{t}\right)^{\prime} W_{T}\left(y_{t}-\Lambda f_{t}\right)
$$

subject to $\frac{1}{T} \sum_{t=1}^{T} \widehat{f_{t}} \widehat{f_{t}^{\prime}}=I_{r}$ and $\widehat{\Lambda}^{\prime} W_{T} \widehat{\Lambda}$ is diagonal, where $W_{T}$ is an $n \times n$ weight matrix. Let $Y$ be the $n \times T$ matrix of $y_{i t}$. Show that $\widehat{\lambda}_{i}$ and $\widehat{f}_{t}$ are both $r \times 1$ vectors such that the columns of the $T \times r$ matrix $\frac{1}{\sqrt{T}} \widehat{F}=\frac{1}{\sqrt{T}}\left(\widehat{f}_{1}, \ldots, \widehat{f}_{T}\right)^{\prime}$ are the eigenvectors corresponding to the largest $r$ eigenvalues of $Y^{\prime} W_{T} Y$ and $\widehat{\Lambda}=\left(\widehat{\lambda}_{1}, \ldots, \widehat{\lambda}_{n}\right)^{\prime}=\frac{1}{T} Y \widehat{F}$.
(5) (Bai and Liao, 2016) Consider

$$
y_{i t}=\alpha_{i}+\lambda_{i}^{\prime} f_{t}+u_{i t},
$$

where $\alpha_{i}$ is an individual effect, $\lambda_{i}$ is an $r \times 1$ vector of factor loadings, $f_{t}$ is an $r \times 1$ vector of common factors and $u_{i t}$ denotes the idiosyncratic component. Let $y_{t}=\left(y_{1 t}, \ldots, y_{n t}\right)^{\prime}, \Lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)^{\prime}$, $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{\prime}$ and $u_{t}=\left(u_{1 t}, \ldots, u_{n t}\right)^{\prime}$. In vector form,

$$
y_{t}=\alpha+\Lambda f_{t}+u_{t} .
$$

Let $S=\frac{1}{T} \sum_{t=1}^{T}\left(y_{t}-\bar{y}\right)\left(y_{t}-\bar{y}\right)^{\prime}$ and $S_{f}=\frac{1}{T} \sum_{t=1}^{T}\left(f_{t}-\bar{f}\right)\left(f_{t}-\bar{f}\right)^{\prime}$ with $\bar{y}=\frac{1}{T} \sum_{t=1}^{T} y_{t}$ and $\bar{f}=\frac{1}{T} \sum_{t=1}^{T} f_{t}$. Assume $S_{f}=I_{r}$ and $\Lambda^{\prime} \Sigma_{u}^{-1} \Lambda$ is diagonal. The quasi-likelihood function is

$$
L\left(\Lambda, \Sigma_{u}\right)=\frac{1}{n} \log \left[\Lambda \Lambda^{\prime}+\Sigma_{u}\right]+\frac{1}{n} \operatorname{tr}\left(S\left(\Lambda \Lambda^{\prime}+\Sigma_{u}\right)^{-1}\right),
$$

where $\Sigma_{u}=E\left(u_{t} u_{t}^{\prime}\right)$. Define

$$
\left(\widehat{\Lambda}, \widehat{\Sigma}_{u}\right)=\arg \min _{\left(\Lambda, \Sigma_{u}\right)} L\left(\Lambda, \Sigma_{u}\right)+P_{T}\left(\Sigma_{u}\right)
$$

with

$$
P_{T}\left(\Sigma_{u}\right)=\frac{1}{n} \sum_{i \neq j} \mu_{n T} w_{i j}\left|\Sigma_{i j}\right|,
$$

where $\mu_{n T}$ is a tuning parameter that converges to zero and $w_{i j}$ is an entry-dependent weight parameter. Let

$$
\widehat{f}_{t}=\left(\widehat{\Lambda}^{\prime} \widehat{\Sigma}_{u} \widehat{\Lambda}\right)^{-1} \widehat{\Lambda}^{\prime} \widehat{\Sigma}_{u}^{-1}\left(y_{t}-\bar{y}\right) .
$$

Assume $\log (n)=o(T)$. Show that as $(n, T) \rightarrow \infty$

$$
\begin{aligned}
\frac{1}{n}\left\|\widehat{\Sigma}_{u}-\Sigma_{u}\right\|_{F}^{2} & \xrightarrow{p} 0 \\
\frac{1}{n}\|\widehat{\Lambda}-\Lambda\|_{F}^{2} & \xrightarrow{p} 0
\end{aligned}
$$

and

$$
\left\|\widehat{f_{t}}-f_{t}\right\| \xrightarrow{p} 0
$$

for each $t$ where $\|\cdot\|_{F}$ is the Frobenius norm.
(6) (Fan, Liao, Liu, 2016) Consider

$$
y_{t}=\Lambda f_{t}+e_{t}
$$

Assume $\Lambda$ is known, $\Lambda=l_{n}$, and $\Sigma_{e}=E\left(e_{t} e_{t}^{\prime}\right)=I$, where $l_{n}$ denotes the $n$-dimensional column of ones with $\left\|l_{n} l_{n}^{\prime}\right\|_{2}=n$. Let $\Sigma=E\left(y_{t} y_{t}^{\prime}\right)$. Then

$$
\Sigma=\operatorname{Var}\left(f_{1}\right) l_{n} l_{n}^{\prime}+I
$$

and

$$
\widehat{\Sigma}=\widehat{\operatorname{Var}}\left(f_{1}\right) l_{n} l_{n}^{\prime}+I
$$

Note $\|\widehat{\Sigma}-\Sigma\|_{2}=\left|\frac{1}{T} \sum_{t=1}^{T}\left(f_{1 t}-\bar{f}_{1}\right)^{2}-\operatorname{var}\left(f_{1 t}\right)\right| \times\left\|l_{n} l_{n}^{\prime}\right\|_{2}$ where $\|A\|_{2}$ denotes the operator norm of a matrix $A$. Show that $\frac{\sqrt{T}}{n}\|\widehat{\Sigma}-\Sigma\|_{2}=$ $O_{p}(1)$ and $\|\widehat{\Sigma}-\Sigma\|_{2} \rightarrow \infty$ if $n>\sqrt{T}$.
(7) Consider

$$
y_{t}=\Lambda f_{t}+e_{t}
$$

where $f_{t}$ is an $r \times 1$ vector of common factors, $y_{t}=\left(y_{1 t}, \ldots, y_{n t}\right)^{\prime}$, $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)^{\prime}$ and $e_{t}=\left(e_{1 t}, \ldots, e_{n t}\right)^{\prime}$. Let $F=\left(f_{1}, \ldots, f_{T}\right)^{\prime}$ and $Y=\left(y_{1}, \ldots, y_{T}\right)^{\prime}$. Assume $\frac{\Lambda \Lambda^{\prime}}{n} \rightarrow \Sigma_{\Lambda}$ which is positive definite, $E\left(e_{t} e_{t}^{\prime}\right)=\Sigma=\operatorname{diag}\left(\sigma_{1}^{2}, \ldots, \sigma_{n}^{2}\right), \frac{1}{T} F^{\prime} F=I_{r}$ and $\Lambda \Lambda^{\prime}$ is diagonal with distinct entries. Let $\widehat{F}$ be the first $r$ leading eigenvectors of $Y Y^{\prime}$ multiplied by $\sqrt{T}$ and $\widehat{\Lambda}=\frac{Y^{\prime} \widehat{F}}{T}$. Show that for each $i$

$$
\sqrt{T}\left(\widehat{\lambda}_{i}-\lambda_{i}\right) \xrightarrow{d} N\left(0, \sigma_{i}^{2} I_{r}\right)
$$

if $\frac{\sqrt{T}}{n} \rightarrow 0$ for each $i$, and

$$
\sqrt{T}\left(\widehat{f}_{t}-f_{t}\right) \xrightarrow{d} N\left(0, \Sigma_{\Lambda}^{-1} Q \Sigma_{\Lambda}\right)
$$

if $\frac{\sqrt{n}}{T} \rightarrow 0$ for each $t$, with

$$
\frac{1}{n} \Lambda^{\prime} \Lambda \rightarrow \Sigma_{\Lambda}
$$

and

$$
\frac{1}{n} \Lambda^{\prime} \Sigma \Lambda \rightarrow Q
$$

Consider a quasi-likelihood function

$$
\begin{aligned}
(Y ; \Lambda, F, \Sigma)= & -n T \log (2 \pi)-\frac{T}{2} \log \operatorname{det}\left|\frac{X X^{\prime}}{T}+\Sigma\right| \\
& -\frac{1}{2} \operatorname{tr}\left[Y^{\prime}\left(\frac{X X^{\prime}}{T}+\Sigma\right)^{-1} Y\right]
\end{aligned}
$$

with $X=\Lambda F^{\prime}$ and $\frac{X X^{\prime}}{T}=\Lambda \Lambda^{\prime}$. Let $\widetilde{\Lambda}$ and $\widetilde{\Sigma}$ be the quasi-maximum likelihood estimates (QMLE) of $\Lambda$ and $\Sigma$. Show that as $(n, T) \rightarrow \infty$ for each $i$

$$
\sqrt{T}\left(\widetilde{\lambda}_{i}-\lambda_{i}\right) \xrightarrow{d} N\left(0, \sigma_{i}^{2} I_{r}\right)
$$

and

$$
\sqrt{T}\left(\widetilde{\sigma}_{i}^{2}-\sigma_{i}^{2}\right) \xrightarrow{d} N\left(0,\left(2+\kappa_{i}\right) \sigma_{i}^{4}\right)
$$

where $\kappa_{i}$ is the excess kurtosis of $e_{i t}$. Define

$$
\widetilde{f}_{t}=\left(\widetilde{\Lambda}^{\prime} \widetilde{\Sigma}^{-1} \widetilde{\Lambda}\right)^{-1} \widetilde{\Lambda}^{\prime} \widetilde{\Sigma}^{-1} y_{t}
$$

Show that

$$
\sqrt{n}\left(\widetilde{f}_{t}-f_{t}\right) \xrightarrow{d} N\left(0, Q^{-1}\right)
$$

if $\frac{n}{T^{2}} \rightarrow 0$.
(8) (Continued) Let

$$
\widehat{\beta}=\left(F^{\prime} F\right)^{-1} F^{\prime} \widehat{F}=\frac{F^{\prime} \widehat{F}}{T}
$$

Show that

$$
\widehat{\beta}-1=o_{p}\left(\frac{1}{\sqrt{T}}\right)
$$

if factors are strong, i.e., $\frac{\Lambda^{\prime} \Lambda}{n} \rightarrow \Sigma_{\Lambda}$. Let $Y=\sqrt{T} \widehat{U} \widehat{D} \widehat{V}^{\prime}$ with $\widehat{D}=$ $\operatorname{diag}\left(\widehat{d}_{1}, \ldots, \widehat{d}_{\min (n, T)}\right)$, and $\widehat{U}^{\prime} \widehat{U}=\widehat{V}^{\prime} \widehat{V}=I_{r}$. Define $\Lambda=U D$ with
$U^{\prime} U=I_{r}$ and $D=\operatorname{diag}\left(d_{1}, \ldots, d_{r}\right)$. By assuming factors are weak, i.e., $d_{k} \rightarrow \rho_{k}<\infty$, show that

$$
\widehat{d}_{k} \xrightarrow{p} \begin{cases}\sqrt{\left(\rho_{k}+\frac{1}{\rho_{k}}\right)\left(\rho_{k}+\frac{c}{\rho_{k}}\right) \sigma} & \text { if } \rho_{k}>c^{1 / 4} \sigma, \\ (1+\sqrt{c}) \sigma & \text { otherwise }\end{cases}
$$

and

$$
\widehat{\beta}_{k} \xrightarrow{p} \begin{cases}\sqrt{\frac{\rho_{k}^{4}-c}{\rho_{k}^{4}+\rho_{k}^{2}}} & \text { if } \rho_{k}>c^{1 / 4} \sigma, \\ 0 & \text { otherwise }\end{cases}
$$

if $\Sigma=\sigma^{2} I_{n}$ and $\frac{n}{T} \rightarrow c$.
(9) Consider a large factor model as in Bai and Ng (2002),

$$
\begin{equation*}
y_{i t}=\lambda_{i}^{\prime} f_{t}+u_{i t} \text { for } i=1, \ldots, n \text { and } t=1, \ldots, T \text {, } \tag{3.24}
\end{equation*}
$$

to test the null hypothesis of

$$
\begin{equation*}
H_{0}: \lambda_{i}=0 \tag{3.25}
\end{equation*}
$$

for all $i$ against the alternative that

$$
H_{1}: \lambda_{i} \neq 0
$$

for some $i$. To test the null hypothesis in equation (3.25), a standard $F$-statistic is defined as

$$
\begin{equation*}
F_{\lambda}(r)=\frac{(\operatorname{RRSS}-\mathrm{URSS}) / n r}{\mathrm{URSS} /[n(T-r)]}, \tag{3.2}
\end{equation*}
$$

where RRSS and URSS denote the residual sum of squares from the restricted and unrestricted models, respectively. Show that the $F$-statistic can be written as a ratio of the average of $r$ largest eigenvalues and the average of the rest $T-r$ eigenvalues,

$$
F_{\lambda}(r)=\frac{\frac{1}{r} \sum_{j=1}^{r} \widehat{l}_{j}}{\frac{1}{T-r} \sum_{j=r+1}^{T} \widehat{l}_{j}}
$$

where $\widehat{l}_{1}, \ldots, \widehat{l}_{T}$ are eigenvalues of $\frac{1}{n} \sum_{i=1}^{n} X_{i} X_{i}^{\prime}$.
(10) Let $X_{i j}$ be i.i.d. standard normal variables. Write

$$
S_{n}=\left(\frac{1}{n} \sum_{k=1}^{n} X_{i k} X_{j k}\right)_{i, j=1}^{p}
$$

which can be considered as a sample covariance matrix with $n$ samples of a $p$-dimensional mean zero random vector with covariance matrix $I_{p \times p}$. Define

$$
\begin{aligned}
T_{n} & =\ln \left(\operatorname{det} S_{n}\right) \\
& =\sum_{j=1}^{p} \ln \lambda_{n, j},
\end{aligned}
$$

where $\lambda_{n, j}$ are the eigenvalues of $S_{n}, j=1, \ldots, p$.
(a) Show that when $p$ is fixed, $\lambda_{j} \xrightarrow{p} 1$ and hence $T_{n} \xrightarrow{p} 0$.
(b) Show that

$$
\sqrt{\frac{n}{p}} T_{n} \xrightarrow{d} N(0,2)
$$

for any fixed $p$.
(c) One may think that the possibility that $T_{n}$ is asymptotically normal provided $p=O(n)$. However, this is not the case. Explain (no need to show it formally) why

$$
\sqrt{\frac{n}{p}} T_{n} \rightarrow-\infty
$$

when $(p, n) \rightarrow \infty$.
(11) Suppose $\widetilde{X}_{i t}$ is observed with a measurement error $\varepsilon_{i t}$ in a large factor model

$$
\widetilde{X}_{i t}=\lambda_{i}^{\prime} f_{t}+e_{i t}
$$

with

$$
\widetilde{X}_{i t}=X_{i t}+\varepsilon_{i t}
$$

and

$$
\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T} \varepsilon_{i t}=O_{p}\left(\frac{1}{\delta_{n T}^{2}}\right)
$$

where $\delta_{n T}=\min (\sqrt{n}, \sqrt{T})$. Show that PC and IC estimators of the number of factors in Bai and Ng (2002) are still consistent. Impose the conditions/assumptions you need as you see fit.
(12) (Kao and Oh, 2017) Consider a factor model

$$
y_{i t}=\lambda_{i}^{\prime} f_{t}+\varepsilon_{i t},
$$

$i=1, \ldots, n, t=1, \ldots, T$, where $f_{t}$ is an $r \times 1$ vector of factors, $\lambda_{i}$ is an $r \times 1$ vector of factor loadings and $r$ is the number of factors, and $\varepsilon_{i t} \stackrel{\text { i.i.d. }}{\sim} N(0,1)$. Let

$$
\mathrm{IC}(k)=\ln S(k)+k \cdot G(n, T)
$$

with

$$
S(k)=\frac{1}{n T} \sum_{t=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-\widehat{\lambda}_{i}^{\prime k} \widehat{f}_{t}^{k}\right)^{2}
$$

where $k<\min (n, T), G(n, T)$ is a penalty function, $\widehat{\lambda}_{i}^{k}$ and $\widehat{f}_{t}^{k}$ are estimated loadings and factors given by the number of factors $k$, e.g., Bai and Ng (2002). Define

$$
\widehat{k}_{\mathrm{IC}}=\arg \min _{k} \mathrm{IC}(k) .
$$

Show that $\mathrm{IC}(k)$ in Bai and $\mathrm{Ng}(2002)$ can be written as

$$
\mathrm{IC}(k)=\ln \left(\frac{1}{n} \sum_{j=k+1}^{n} \ell_{j}\right)+k \cdot G(n, T)
$$

where $\ell_{1} \geq \ell_{2} \geq \cdots \geq \ell_{n}$ denotes the $n$ eigenvalues of an $n \times n$ sample covariance matrix $\frac{1}{T} \sum_{t=1}^{T} x_{t}^{\prime} x_{t}$. Let $\Delta \mathrm{IC}(1)=\mathrm{IC}(r)-\mathrm{IC}(r+1)>0$, where

$$
\mathrm{IC}(r)=\ln \left(\frac{1}{n} \sum_{j=r+1}^{n} \ell_{j}\right)+r \cdot G(n, T)
$$

and

$$
\mathrm{IC}(r+1)=\ln \left(\frac{1}{n} \sum_{j=r+2}^{n} \ell_{j}\right)+(r+1) \times G(n, T)
$$

Show that the probability of the number of factors would be overestimated by exactly one has the form

$$
P(\Delta \operatorname{IC}(1)>0)=P\left(\frac{\ell_{1}(W)}{\operatorname{Tr}(W)}>\xi_{n, T}\right)+O_{p}\left(\frac{1}{n}\right),
$$

where $W$ is an $(n-r) \times(n-r)$ Wishart matrix with identity covariance matrix, $\ell_{1}(W)$ is the largest eigenvalue of $W, \operatorname{Tr}(W)$ is the sum of $n-r$ eigenvalues of $W$ and

$$
\xi_{n, T}=-1+\sqrt{1+2 G(n, T)} .
$$
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## Chapter 4

## Structural Changes in Panel Data Models

Based on Baltagi, Feng and Kao (2016, 2019), this chapter studies the issue of structural changes in large panel data regression models. Parameter instability due to new policy implementation or major technological shocks is more likely to occur over a longer time span. Consequently, ignoring structural changes may lead to inconsistent estimation and invalid inference.

We consider a heterogeneous panel regression model and extend Pesaran's (2006) work on common correlated effect (CCE) estimators for large heterogeneous panels with a general multifactor error structure by allowing for unknown common structural breaks. We propose a general framework that includes heterogeneous panel data models and structural break models as special cases. The least squares method proposed by Bai (1997a, 2010) is applied to estimate the common change points, and the consistency of the estimated change points is established. We find that the CCE estimators have the same asymptotic distribution as if the true change points were known.

Then, we discuss the case of endogenous regressors and structural changes in error factor loadings. Allowing for endogenous regressors makes the proposed panel regression empirically more appealing. An extensive Monte Carlo study is employed to examine the proposed estimator in various scenarios. In addition, an empirical example of infrastructure investment is used to illustrate the estimation of common break date and slope parameters.

Finally, we also review the recent development in this literature, including Lasso-type approaches in Qian and Su (2017) and Okui and Wang (2018).

### 4.1. Heterogeneous Panels with a Common Structural Break

In a heterogeneous panel data model:

$$
\begin{equation*}
y_{i t}=x_{i t}^{\prime} \beta_{i}+e_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T \tag{4.1}
\end{equation*}
$$

$x_{i t}$ is a $p \times 1$ vector of explanatory variables, and the errors are crosssectionally correlated, modeled by a multifactor structure

$$
\begin{equation*}
e_{i t}=\gamma_{i}^{\prime} f_{t}+\varepsilon_{i t} \tag{4.2}
\end{equation*}
$$

where $f_{t}$ is an $m \times 1$ vector of unobserved factors and $\gamma_{i}$ is the corresponding loading vector. Here, $\varepsilon_{i t}$ is the idiosyncratic error independent of $x_{i t}$. However, $x_{i t}$ could be affected by the unobservable common effects $f_{t}$. Projecting $x_{i t}$ on $f_{t}$, we obtain

$$
\begin{equation*}
x_{i t}=\Gamma_{i}^{\prime} f_{t}+v_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T \tag{4.3}
\end{equation*}
$$

where $\Gamma_{i}$ is an $m \times p$ factor loading matrix and $v_{i t}$ is a $p \times 1$ vector of disturbances. Due to the correlation between $x_{i t}$ and $e_{i t}$, ordinary least squares (OLS) for each individual regression could be inconsistent. Thus, Pesaran (2006) develops the CCE estimator of $\beta_{i}$ by least squares using augmented data.

In this chapter, we allow for structural breaks to occur in some or all components of the slopes $\beta_{i}$. Following Bai (2010) and Kim (2011), a structural break at a common unknown date $k_{0}$ is assumed. This could be due to a macro policy implementation or a technological shock that affects all markets or firms at the same time. More formally,

$$
\begin{equation*}
y_{i t}=x_{i t}^{\prime} \beta_{i}\left(k_{0}\right)+e_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T \tag{4.4}
\end{equation*}
$$

where some or all components of $\beta_{i}\left(k_{0}\right)$ are different before and after the date $k_{0}$. Following Bai (1997a), this structural break model can be written as

$$
y_{i t}= \begin{cases}x_{i t}^{\prime} \beta_{i}+e_{i t}, & t=1, \ldots, k_{0}  \tag{4.5}\\ x_{i t}^{\prime} \beta_{i}+z_{i t}^{\prime} \delta_{i}+e_{i t}, & t=k_{0}+1, \ldots, T\end{cases}
$$

$i=1, \ldots, n$, where $z_{i t}=R^{\prime} x_{i t}$ denotes a $q \times 1$ subvector of $x_{i t}$ with $R^{\prime}=\left(0_{q \times(p-q)}, I_{q}\right)$. Here, $I_{q}$ is the $q \times q$ identity matrix with $q \leq p$. The case where $q<p$ denotes a partial change model, while the case where $q=p$ is for a pure change model. Pauwels, Chan and Mancini-Griffoli (2012) propose a testing procedure for $k_{0}$ in this setting.

Substituting $z_{i t}=R^{\prime} x_{i t}$ in (4.5), we obtain

$$
\begin{aligned}
\beta_{i}\left(k_{0}\right) & =\beta_{i}+R \delta_{i} \cdot 1\left\{t>k_{0}\right\} \\
& = \begin{cases}\beta_{1 i}=\beta_{i}, & t=1, \ldots, k_{0}, \\
\beta_{2 i}=\beta_{i}+R \delta_{i}, & t=k_{0}+1, \ldots, T,\end{cases}
\end{aligned}
$$

so that $\beta_{2 i}-\beta_{1 i}=R \delta_{i}$, and $\delta_{i}$ denotes the slope jump for $i$. When $\delta_{i}=0$, there is no structural break in the slope.

The case of multiple break points will be discussed in Section 4.5. In Sections 4.2 and 4.3 , we consider the simple case of one common break as in model (4.5). Compared with the heterogeneous panel data model considered in Pesaran (2006), equation (4.5) has the extra component $R \delta_{i}$. $1\left\{t>k_{0}\right\}$ in the slope, involving the unknown structural change point $k_{0}$. Thus, ignoring the structural break in the slopes may invalidate the CCE estimator proposed by Pesaran (2006). Compared with the simple meanshift panel data model in Bai (2010), our model is enriched by adding a regression structure with $x_{i t} \neq 1$ in general, as well as cross-sectional dependence characterized by a multifactor structure in the errors. When there are no unobservable common factors $f_{t}$, our model (4.4) can also be regarded as an extension of Bai (1997a) to a panel data setting. In addition, the model (4.4) above is similar to Kim (2011), who considered the case of a deterministic time trend with a common break.

Before proceeding to the general model (4.5), we start with a simple case of heterogeneous panels in the absence of common correlated effects $f_{t}$ and then extend the main results to the general case.

To estimate the common change point $k_{0}$, we need the following additional assumptions.

Assumption 4.1. $k_{0}=\left[\tau_{0} T\right]$, where $\tau_{0} \in(0,1)$ and $[\cdot]$ is the greatest integer function.

Note that unlike the time-series model considered by Bai (1997a), the restriction of $\tau_{0} \in(0,1)$ is unnecessary in a panel mean-shift setup considered by Bai (2010) as long as $T / n \rightarrow 0$. However, this assumption is required
in our heterogeneous panels with general regressors. Enough observations are needed to consistently estimate the slopes in each regime.

Define $\phi_{n}=\sum_{i=1}^{n} \delta_{i}^{\prime} \delta_{i}$. For series $i, \delta_{i}^{\prime} \delta_{i}$ measures the magnitude of the structural break, thus $\phi_{n}$ is an indicator of the break magnitude for all $n$ series sharing a common break.

Assumption 4.2. $\phi_{n} \rightarrow \infty$ and (i) $\frac{\phi_{n}}{n}$ is bounded as $n \rightarrow \infty$; (ii) $\phi_{n} \frac{T}{n} \rightarrow$ $\infty$ as $(n, T) \rightarrow \infty$.
$\delta_{i}$ could be random with a finite variance across $i$, with Assumption $4.2(\mathrm{i})$ describing this case. When $\delta_{i}$ is considered as random, Assumption 4.2 means that $\frac{\phi_{n}}{n}$ is stochastically bounded in part (i), and that $\frac{n}{\phi_{n} T}$ converges in probability to 0 in part (ii). Alternatively, $\delta_{i}$ could denote fixed parameters. Since Assumption 4.2(i) allows for the case where $\frac{\phi_{n}}{n} \rightarrow 0$ as $n \rightarrow \infty$, Assumption 4.2(ii) implies that it cannot converge to 0 too fast. Consequently, Assumption 4.2(i) imposes an upper bound on $\frac{\phi_{n}}{n}$, while Assumption 4.2 (ii) imposes a lower bound on $\frac{\phi_{n}}{n}$.

In case $T$ grows at a comparable rate or faster than $n$, i.e., $T=O\left(n^{\psi}\right)$ with $\psi \geq 1$, Assumption 4.2 (ii) implies that $\phi_{n}$ can diverge at any rate. When $\phi_{n}$ increases at a rate less than $n$, Assumption 4.2(ii) allows for the possibility of no structural break in some series. Assumption $\phi_{n} \rightarrow \infty$ rules out the case where there is no structural break in the slopes in all series.

### 4.2. Model 1: No Common Correlated Effects

In this section, we assume that there are no unobserved common effects $f_{t}$ in the errors and regressors. Or the loading vectors $\gamma_{i}$ and $\Gamma_{i}$ are equal to zero. For $i=1, \ldots, n$,

$$
y_{i t}= \begin{cases}x_{i t}^{\prime} \beta_{i}+\varepsilon_{i t}, & t=1, \ldots, k_{0}  \tag{4.6}\\ x_{i t}^{\prime} \beta_{i}+z_{i t}^{\prime} \delta_{i}+\varepsilon_{i t}, & t=k_{0}+1, \ldots, T\end{cases}
$$

This is the special case of cross-sectionally independent errors, where a common break $k_{0}$ occurs in the heterogeneous slopes. This model generalizes Bai's (1997a, 2010) and Pesaran and Smith's (1995) models. When $n=1$, equation (4.6) is the time-series model considered in Bai (1997a). When $x_{i t}=1$, this model reduces to the one in Bai (2010). In case the laggeddependent variable is included in $x_{i t}$ and $\delta_{i}=0$, equation (4.6) turns out to be the setup in Pesaran and Smith (1995).

Assumption 4.3. (i) The disturbances $\varepsilon_{i t}, i=1, \ldots, n$, are crosssectionally independent; (ii) for each series $i, \varepsilon_{i t}$ is independent of $x_{i t}$ for all $i$ and $t$; (iii) $\varepsilon_{i t}$ is a stationary process with absolute summable autocovariances,

$$
\varepsilon_{i t}=\sum_{l=0}^{\infty} a_{i l} \zeta_{i, t-l},
$$

where $\left\{\zeta_{i t}, t=1, \ldots, T\right\}$ are i.i.d. random variables with finite fourth-order cumulants. Assume $0<\operatorname{Var}\left(\varepsilon_{i t}\right)=\sum_{l=0}^{\infty} a_{i l}^{2}=\sigma_{i}^{2}<\infty$. Also, for the $T \times 1$ vector $\varepsilon_{i}=\left(\varepsilon_{i 1}, \varepsilon_{i 2}, \ldots, \varepsilon_{i T}\right)^{\prime}, \operatorname{Var}\left(\varepsilon_{i}\right)=\Sigma_{\varepsilon, i}$.

When $\varepsilon_{i t}$ is serially uncorrelated, lagged-dependent variables are predetermined and can be included as regressors in (4.6).

Assumption 4.4. For $i=1, \ldots, n$, the matrices $(1 / j) \sum_{t=1}^{j} x_{i t} x_{i t}^{\prime}$, $(1 / j) \sum_{t=T-j+1}^{T} x_{i t} x_{i t}^{\prime},(1 / j) \sum_{t=k_{0}-j+1}^{k_{0}} x_{i t} x_{i t}^{\prime}$ and $(1 / j) \sum_{t=k_{0}+1}^{k_{0}+j} x_{i t} x_{i t}^{\prime}$ are stochastically bounded and have minimum eigenvalues bounded away from zero in probability for all large $j$. In addition, for each $i,(1 / T) \sum_{t=1}^{T} x_{i t} x_{i t}^{\prime}$ converges in probability to a nonrandom and positive definite matrix as $T \rightarrow \infty$.

This assumption is borrowed from Assumptions A3 and A4 in Bai (1997a). Its counterpart across the cross-sectional dimension is also needed.

Assumption 4.5. For any positive finite integer $s$, the matrices $\frac{1}{n} \sum_{i=1}^{n} \sum_{t=k_{0}-s+1}^{k_{0}} x_{i t} x_{i t}^{\prime}$ and $\frac{1}{n} \sum_{i=1}^{n} \sum_{t=k_{0}+1}^{k_{0}+s} x_{i t} x_{i t}^{\prime}, i=1, \ldots, n$, are stochastically bounded, with minimum eigenvalues bounded away from zero in probability for large $n$. In addition, for each $t,(1 / n) \sum_{i=1}^{n} x_{i t} x_{i t}^{\prime}$ is stochastically bounded as $n \rightarrow \infty$.

Assumption 4.6. $\left\{\delta_{i}, i=1, \ldots, n\right\}$ are drawn independently of $\left\{x_{i t}\right.$, $i=1, \ldots, n\}$.

Let $b_{i}=\left(\beta_{i}^{\prime}, \delta_{i}^{\prime}\right)^{\prime}, i=1, \ldots, n$, denote the slope parameters. In the random coefficient model considered by Pesaran and Smith (1995) and Pesaran (2006), we assume the following.

Assumption 4.7. For $i=1, \ldots, n$,

$$
\begin{equation*}
b_{i}=b+v_{b, i}, v_{b, i} \sim \text { i.i.d. }\left(0, \Sigma_{b}\right), \tag{4.7}
\end{equation*}
$$

where $b=\left(\beta^{\prime}, \delta^{\prime}\right)^{\prime}, v_{b, i}=\binom{v_{\beta, i}}{v_{\delta, i}}$ and $\Sigma_{b}=\left(\begin{array}{cc}\Sigma_{\beta} & 0 \\ 0 & \Sigma_{\delta}\end{array}\right)$ for $i=1,2, \ldots, n$, where $\|b\|<\infty,\left\|\Sigma_{b}\right\|<\infty$, and the random deviations $v_{b, i}$ are independent of $x_{i t}$ and $\varepsilon_{j t}$ for all $i, j$ and $t$.

For any matrix or vector $A$, the norm of $A$ is defined as $\|A\|=\sqrt{\operatorname{tr}\left(A A^{\prime}\right)}$. This assumption is a simplified version of Assumption 4 of Pesaran (2006). Under Assumption 4.6, $\left\{\delta_{i}, i=1, \ldots, n\right\}$ are not necessarily random. When $\left\{\delta_{i}, i=1, \ldots, n\right\}$ are considered as random, as part of Assumption 4.7, Assumption 4.6 becomes redundant. Under Assumption 4.7, $\Sigma_{\delta} \neq 0$ implies a structural break in the slope.

By (4.4),

$$
y_{i t}=x_{i t}^{\prime} \beta_{i}+x_{i t}^{\prime} R \delta_{i} 1\left\{t>k_{0}\right\}+\varepsilon_{i t}
$$

if the structural break is ignored, the term $x_{i t}^{\prime} R \delta_{i} 1\left\{t>k_{0}\right\}$ is absorbed in the error term $\hat{\varepsilon}_{i t}=x_{i t}^{\prime} R \delta_{i} 1\left\{t>k_{0}\right\}+\varepsilon_{i t}$. This leads to inconsistency of OLS for each series due to endogeneity. Thus, estimating $k_{0}$ first is essential.

Let $Y_{i}=\left(y_{i 1}, \ldots, y_{i T}\right)^{\prime}, X_{i}=\left(x_{i 1}, \ldots, x_{i T}\right)^{\prime}$ and $\varepsilon_{i}=\left(\varepsilon_{i 1}, \varepsilon_{i 2}, \ldots, \varepsilon_{i T}\right)^{\prime}$ denote the stacked data and errors for individual $i=1, \ldots, n$ over the time periods observed. Similarly, define $Z_{0 i}=\left(0, \ldots, 0, z_{i, k_{0}+1}, \ldots, z_{i T}\right)^{\prime}$. Equation (4.6) can be written in matrix form as

$$
\begin{equation*}
Y_{i}=X_{i} \beta_{i}+Z_{0 i} \delta_{i}+\varepsilon_{i}, \quad i=1, \ldots, n \tag{4.8}
\end{equation*}
$$

The parameters of interest are $\beta_{i}, \delta_{i}$ and the change point $k_{0}$. We first estimate $k_{0}$ using least squares as proposed by Bai (1997a, 2010). For any possible change point $k=1, \ldots, T-1$, define the matrices $X_{2 i}(k)=$ $\left(0, \ldots, 0, x_{i, k+1}, \ldots, x_{i T}\right)^{\prime}$, and $Z_{2 i}(k)=\left(0, \ldots, 0, z_{i, k+1}, \ldots, z_{i T}\right)^{\prime}$. When $k$ happens to be the true change point $k_{0}, Z_{2 i}\left(k_{0}\right)=Z_{0 i}$. Define $X_{0 i}=$ $X_{2 i}\left(k_{0}\right)$, thus $Z_{0 i}=X_{0 i} R$. To make the notation more compact, we let $\mathbb{X}_{i}(k)=\left(X_{i}, Z_{2 i}(k)\right)$ and $\mathbb{X}_{0 i}=\left(X_{i}, Z_{0 i}\right)$. Thus, (4.8) becomes

$$
\begin{equation*}
Y_{i}=X_{i} \beta_{i}+Z_{0 i} \delta_{i}+\varepsilon_{i}=\mathbb{X}_{0 i} b_{i}+\varepsilon_{i}, \quad i=1, \ldots, n \tag{4.9}
\end{equation*}
$$

Given any $k=1, \ldots, T-1$, one can estimate $b_{i}$ by least squares,

$$
\begin{equation*}
\hat{b}_{i}(k)=\binom{\hat{\beta}_{i}(k)}{\hat{\delta}_{i}(k)}=\left[\mathbb{X}_{i}(k)^{\prime} \mathbb{X}_{i}(k)\right]^{-1} \mathbb{X}_{i}(k)^{\prime} Y_{i}, \quad i=1, \ldots, n \tag{4.10}
\end{equation*}
$$

The corresponding sum of squared residuals is given by

$$
\begin{aligned}
\operatorname{SSR}_{i}(k) & =\left[Y_{i}-\mathbb{X}_{i}(k) \hat{b}_{i}(k)\right]^{\prime}\left[Y_{i}-\mathbb{X}_{i}(k) \hat{b}_{i}(k)\right] \\
& =\left[Y_{i}-X_{i} \hat{\beta}_{i}(k)-Z_{2 i}(k) \hat{\delta}_{i}(k)\right]^{\prime}\left[Y_{i}-X_{i} \hat{\beta}_{i}(k)-Z_{2 i}(k) \hat{\delta}_{i}(k)\right],
\end{aligned}
$$

$i=1, \ldots, n$. Note that both $\hat{b}_{i}(k)$ and $\operatorname{SSR}_{i}(k)$ depend on $k$. For each series $i, k_{0}$ can be estimated by $\arg \min _{1 \leq k \leq T-1} \operatorname{SSR}_{i}(k)$ as in Bai (1997a). Given that the structural break occurs at a common date for all cross-sectional units in the panel setup, the least squares estimator of $k_{0}$ is defined as

$$
\begin{equation*}
\hat{k}=\arg \min _{1 \leq k \leq T-1} \sum_{i=1}^{n} \operatorname{SSR}_{i}(k) \tag{4.11}
\end{equation*}
$$

In Baltagi et al. (2016), different weights are used in the sum (4.11) above to allow for the possibility of different magnitudes, e.g., different variances, across series.

When $n=1, \hat{k}$ defined in (4.11) boils down to the change-point estimator considered by Bai (1997a) in a time-series setting, with $\hat{k}-k_{0}=O_{p}(1)$ for large $T$. In time-series models, only the break fraction $\tau_{0}=k_{0} / T$, instead of $k_{0}$ itself, can be consistently estimated. In a multivariate time series setup, Bai, Lumsdaine and Stock (1998) show that the width of the confidence interval of the estimated change point decreases with the number of time series. This result implies that cross-sectional observations with common breaks improve the accuracy of the estimated change point. In fact, Bai (2010) shows that the least squares estimator of the change point is consistent in a panel mean-shift model, i.e., $\hat{k}-k_{0}=o_{p}(1)$. A similar result is also obtained by $\operatorname{Kim}$ (2011) in a panel deterministic time trend model. In our heterogeneous panel regression model, equation (4.11) combines the information from each series by summing up $\operatorname{SSR}_{i}(k)$. With a large $n, \hat{k}$ uses more information provided by the multiple time series sharing a common break. Consequently, the panel data estimator $\hat{k}$ is more accurate than the time-series estimator and achieves consistency, i.e., $\hat{k}-k_{0} \xrightarrow{p} 0$ as $(n, T) \rightarrow \infty$.

Theorem 4.1. Under Assumptions 4.1-4.6 (or 4.7), $\lim _{(n, T) \rightarrow \infty}$ $P\left(\hat{k}=k_{0}\right)=1$.

Given the estimated change point $\hat{k}$, the corresponding estimator of the slopes is $\hat{b}_{i}=\hat{b}_{i}(\hat{k}), i=1, \ldots, n$. When $b_{i}, i=1, \ldots, n$, are considered as
random variables under Assumption 4.7, the cross-sectional mean $b$ can be consistently estimated by the mean group estimator proposed by Pesaran and Smith (1995) and Pesaran (2006):

$$
\begin{equation*}
\hat{b}_{\mathrm{MG}}=\frac{1}{n} \sum_{i=1}^{n} \hat{b}_{i}=\frac{1}{n} \sum_{i=1}^{n}\left[\mathbb{X}_{i}(\hat{k})_{i}^{\prime} \mathbb{X}_{i}(\hat{k})\right]_{i}^{-1} \mathbb{X}_{i}(\hat{k})^{\prime} Y_{i} \tag{4.12}
\end{equation*}
$$

### 4.3. Model 2: Common Correlated Effects

In this section, we extend Model 1 to the general model with common correlated effects (4.5): for $i=1, \ldots, n$,

$$
\begin{aligned}
y_{i t} & =x_{i t}^{\prime} \beta_{i}\left(k_{0}\right)+e_{i t} \\
& = \begin{cases}x_{i t}^{\prime} \beta_{i}+e_{i t}, & t=1, \ldots, k_{0}, \\
x_{i t}^{\prime} \beta_{i}+z_{i t}^{\prime} \delta_{i}+e_{i t}, & t=k_{0}+1, \ldots, T,\end{cases}
\end{aligned}
$$

where $e_{i t}=\gamma_{i}^{\prime} f_{t}+\varepsilon_{i t}$. The regressors $x_{i t}, i=1, \ldots, n$, are allowed to be correlated with the unobservable factors $f_{t}$ modeled in (4.3), $x_{i t}=\Gamma_{i}^{\prime} f_{t}+v_{i t}$. When $\delta_{i}=0$, the model reduces to the one considered by Pesaran (2006). Kim (2011) considers the special case of $x_{i t}=(1, t)^{\prime}$. Recently, a simplified model with $x_{i t}=1$ and fixed $T$ is considered by Westerlund (2019). In this heterogeneous panel data model with a common break $k_{0}$, the parameters of interest are $b_{i}=\left(\beta_{i}^{\prime}, \delta_{i}^{\prime}\right)^{\prime}, i=1, \ldots, n$, and the change point $k_{0}$. The following assumptions are needed.

Assumption 4.8. Common factors $f_{t}, t=1, \ldots, T$, are covariance stationary with absolute summable autocovariances, independent of errors $\varepsilon_{i s}$ and $v_{i s}$ for all $i, s, t$.

Assumption 4.9. Errors $\varepsilon_{i s}$ and $v_{j t}$ are independent for all $i, j, s, t$. Moreover, $v_{i t}, i=1, \ldots, n$, are linear stationary processes with absolute summable autocovariances, $v_{i t}=\sum_{l=0}^{\infty} S_{i l} v_{i, t-l}$, where $\left(\zeta_{i t}, v_{i t}^{\prime}\right)^{\prime}$ are $(p+1) \times 1$ vectors of i.i.d. random variables with variance-covariance matrix $I_{p+1}$ and finite fourth-order cumulants, and

$$
\operatorname{Var}\left(v_{i t}\right)=\sum_{l=0}^{\infty} S_{i l} S_{i l}^{\prime}=\Sigma_{i, v}, \quad \text { and } \quad 0<\left\|\Sigma_{i, v}\right\|<\infty
$$

Assumption 4.10. Factor loadings $\gamma_{i}$ and $\Gamma_{i}$ are i.i.d. across $i$, and independent of $\varepsilon_{j t}, v_{j t}$ and $f_{t}$ for all $i, j, t$. Assume $\gamma_{i}=\gamma+\eta_{i}, \eta_{i} \sim$ i.i.d.( $0, \Omega_{\eta}$ )
and $\Gamma_{i}=\Gamma+\xi_{i}, \xi_{i} \sim$ i.i.d. $\left(0, \Omega_{\xi}\right), i=1, \ldots, n$, where the means $\gamma, \Gamma$ are nonzero and fixed and the variances $\Omega_{\eta}, \Omega_{\xi}$ are finite.

Together with Assumptions 4.3 and 4.7, Assumptions 4.8-4.10 given above are the same as Assumptions 1-3 of Pesaran (2006), with the additional restrictions $\gamma \neq 0$ and $\Gamma \neq 0$.

The correlation between $x_{i t}$ and $e_{i t}$ due to unobserved common factors $f_{t}$ renders OLS inconsistent. If $f_{t}$ were observable, it could be treated as a regressor, and this correlation can be removed using a partitioned regression. Let $F=\left(f_{1}, f_{2}, \ldots, f_{T}\right)^{\prime}$, then the corresponding orthogonal projection matrix is given by $M_{f}=I_{T}-F\left(F^{\prime} F\right)^{-1} F^{\prime}$. In this case, equation (4.5) can be written in matrix form as

$$
\begin{equation*}
Y_{i}=X_{i} \beta_{i}+Z_{0 i} \delta_{i}+F \gamma_{i}+\varepsilon_{i}, \quad i=1, \ldots, n \tag{4.13}
\end{equation*}
$$

Premultiplying (4.13) by $M_{f}$, we get

$$
\begin{equation*}
\breve{Y}_{i}=\breve{X}_{i} \beta_{i}+\breve{Z}_{0 i} \delta_{i}+\breve{\varepsilon}_{i}, \quad i=1, \ldots, n \tag{4.14}
\end{equation*}
$$

which is of the same form as equation (4.8) considered in Model 1 of no factor structure above, with transformed data $\check{Y}_{i}=M_{f} Y_{i}, \breve{X}_{i}=M_{f} X_{i}=$ $M_{f} V_{i}, \breve{Z}_{0 i}\left(k_{0}\right)=M_{f} Z_{0 i}$ and $\breve{\varepsilon}_{i}=M_{f} \varepsilon_{i}$. For each $i=1, \ldots, n$, the $T \times p$ vector $V_{i}$ denotes $\left(v_{i 1}, \ldots, v_{i T}\right)^{\prime}$. Conditional on $F,\left(\breve{X}_{i}, \breve{Z}_{0 i}\right)$ and $\breve{\varepsilon}_{i}$ are uncorrelated under Assumption 4.9.

However, $f_{t}, t=1, \ldots, T$, are unobservable. To proceed, we follow Pesaran's (2006) idea of using the cross-sectional averages of $y_{i t}$ and $x_{i t}$ as proxies for $f_{t}$. Combining (4.5) and (4.3) yields

$$
\begin{equation*}
\underset{(p+1) \times 1}{w_{i t}}=\binom{y_{i t}}{x_{i t}}=\underset{(p+1) \times m m \times 1}{C_{i}\left(k_{0}\right)^{\prime}} \underset{(p+1) \times 1}{f_{t}}+\underset{\left(k_{i t}\right.}{u_{i t}\left(k_{0}\right)} \tag{4.15}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{i}\left(k_{0}\right) & =\left(\gamma_{i}, \Gamma_{i}\right)\left(\begin{array}{cc}
1 & 0 \\
\beta_{i}\left(k_{0}\right) & I_{p}
\end{array}\right), \\
u_{i t}\left(k_{0}\right) & =\binom{\varepsilon_{i t}+v_{i t}^{\prime} \beta_{i}\left(k_{0}\right)}{v_{i t}} .
\end{aligned}
$$

Note that like $\beta_{i}\left(k_{0}\right)$, the slope $C_{i}\left(k_{0}\right)$ in (4.15) also shifts at $k_{0}$.

$$
C_{i}\left(k_{0}\right)= \begin{cases}C_{1 i}=\left(\gamma_{i}+\Gamma_{i} \beta_{1 i},\right. & \left.\Gamma_{i}\right),  \tag{4.16}\\ C_{2 i}=\left(\gamma_{i}+\Gamma_{i} \beta_{2 i}, \quad \Gamma_{i}\right), & t=k_{0}+1, \ldots, T .\end{cases}
$$

Common break $k_{0}$ splits the data generating process for all individuals into two regimes, and each regime has the same structure as that considered in Pesaran (2006). Consequently, unobserved common factors $f_{t}$ can be partialled out by using cross-sectional averages in the same spirit.

Let $\bar{w}_{t}=\sum_{i=1}^{n} \theta_{i} w_{i t}$ be the cross-sectional averages of $w_{i t}$ using weights $\theta_{i}, i=1, \ldots, n$. In particular,

$$
\begin{equation*}
\bar{w}_{t}=\bar{C}\left(k_{0}\right)^{\prime} f_{t}+\bar{u}_{t}\left(k_{0}\right), \tag{4.17}
\end{equation*}
$$

where

$$
\bar{C}\left(k_{0}\right)=\sum_{i=1}^{n} \theta_{i} C_{i}\left(k_{0}\right)= \begin{cases}\bar{C}_{1}=\sum_{i=1}^{n} \theta_{i} C_{1 i}, & t=1, \ldots, k_{0}, \\ \bar{C}_{2}=\sum_{i=1}^{n} \theta_{i} C_{2 i}, & t=k_{0}+1, \ldots, T\end{cases}
$$

The common break assumption is needed, otherwise $\bar{C}\left(k_{0}\right)$ is not well defined. Now $\bar{u}_{t}\left(k_{0}\right)$ is defined as

$$
\begin{align*}
\bar{u}_{t}\left(k_{0}\right)= & \sum_{i=1}^{n} \theta_{i} u_{i t}\left(k_{0}\right) \\
& =\left\{\begin{array}{cl}
\left(\bar{\varepsilon}_{t}+\sum_{i=1}^{n} \theta_{i} v_{i t}^{\prime} \beta_{1 i}\right. \\
\bar{v}_{t}
\end{array}\right), \quad t=1, \ldots, k_{0},  \tag{4.18}\\
\binom{\bar{\varepsilon}_{t}+\sum_{i=1}^{n} \theta_{i} v_{i t}^{\prime} \beta_{2 i}}{\bar{v}_{t}}, & t=k_{0}+1, \ldots, T .
\end{align*}
$$

As in Pesaran (2006), the weights $\theta_{i}, i=1, \ldots, n$, satisfy conditions: $\theta_{i}=$ $O\left(\frac{1}{n}\right), \sum_{i=1}^{n} \theta_{i}=1$ and $\sum_{i=1}^{n}\left|\theta_{i}\right|<\infty$.

Assumption 4.11. $\operatorname{Rank}\left(\bar{C}_{1}\right)=\operatorname{Rank}\left(\bar{C}_{2}\right)=m \leq p+1$.

We assume that the rank condition is satisfied. Pesaran (2006) shows that in the case of deficient rank, it is impossible to obtain consistent estimators of the individual slope coefficients, but their cross-sectional
mean can be consistently estimated. When $\bar{C}\left(k_{0}\right)$ is of full rank, $f_{t}$ can be written as

$$
f_{t}=\left[\bar{C}\left(k_{0}\right) \bar{C}\left(k_{0}\right)^{\prime}\right]^{-1} \bar{C}\left(k_{0}\right)\left(\bar{w}_{t}-\bar{u}_{t}\left(k_{0}\right)\right) .
$$

From (4.16), the matrix $\bar{C}\left(k_{0}\right) \bar{C}\left(k_{0}\right)^{\prime}$ has two regimes, shifting at $k_{0}$,

$$
\bar{C}\left(k_{0}\right) \bar{C}\left(k_{0}\right)^{\prime}= \begin{cases}\bar{C}_{1}^{\prime} \bar{C}_{1}, & t=1, \ldots, k_{0}, \\ \bar{C}_{2}^{\prime} \bar{C}_{2}, & t=k_{0}+1, \ldots, T .\end{cases}
$$

Assumption 4.11 implies that $\bar{C}\left(k_{0}\right) \bar{C}\left(k_{0}\right)^{\prime}$ is invertible. As shown in Lemma 1 of Pesaran (2006), the cross-sectional average of the errors vanish in both regimes as $n \rightarrow \infty$, where $\bar{\varepsilon}_{t}=\sum_{i=1}^{n} \theta_{i} \varepsilon_{i t}, \bar{v}_{t}=\sum_{i=1}^{n} \theta_{i} v_{i t}$, yielding

$$
\begin{equation*}
f_{t}-\left[\bar{C}\left(k_{0}\right) \bar{C}\left(k_{0}\right)^{\prime}\right]^{-1} \bar{C}\left(k_{0}\right) \bar{w}_{t} \xrightarrow{p} 0 . \tag{4.19}
\end{equation*}
$$

This suggests that it is asymptotically valid to use $\bar{w}_{t}$ as observable proxies for $f_{t}$. Let $\bar{W}=\left(\bar{w}_{1}, \bar{w}_{2}, \ldots, \bar{w}_{T}\right)^{\prime}$ denote the $T \times(p+1)$ matrix of cross-sectional averages. Denote the $T \times T$ matrix $M_{w}$ by $M_{w}=$ $I_{T}-\bar{W}\left(\bar{W}^{\prime} \bar{W}\right)^{-1} \bar{W}^{\prime}$. Thus, similar to the result $M_{f} F=0$, by (4.19) it is expected that the terms involving $M_{w} F$ are ignorable asymptotically as $n \rightarrow \infty$.

Premultiplying (4.13) by $M_{w}$ instead of $M_{f}$, we obtain

$$
\begin{equation*}
M_{w} Y_{i}=M_{w} X_{i} \beta_{i}+M_{w} Z_{0 i} \delta_{i}+M_{w} F \gamma_{i}+M_{w} \varepsilon_{i}, \quad i=1, \ldots, n . \tag{4.20}
\end{equation*}
$$

Let the $T \times p$ matrix $\tilde{X}_{i}=M_{w} X_{i}=\left(\tilde{x}_{i 1}, \ldots, \tilde{x}_{i T}\right)^{\prime}$ denote the transformed regressors. Similarly, define $\tilde{Y}_{i}=M_{w} Y_{i}, \tilde{Z}_{0 i}=M_{w} Z_{0 i}$ and $\tilde{\varepsilon}_{i}=M_{w} \varepsilon_{i}$. Thus, equation (4.20) becomes

$$
\begin{align*}
\tilde{Y}_{i} & =\tilde{X}_{i} \beta_{i}+\tilde{Z}_{0 i} \delta_{i}+M_{w} F \gamma_{i}+\tilde{\varepsilon}_{i} \\
& =\tilde{X}_{i} \beta_{i}+\tilde{Z}_{0 i} \delta_{i}+\tilde{\varepsilon}_{i}^{0}, \quad i=1, \ldots, n, \tag{4.21}
\end{align*}
$$

where $\tilde{\varepsilon}_{i}^{0}=M_{w} F \gamma_{i}+\tilde{\varepsilon}_{i}$.
Lemma 4.5 in Section 4.8 shows that each element of $M_{w} F \gamma_{i}$ is of order $O_{p}\left(\frac{1}{\sqrt{n}}\right)$ and vanishes as $(n, T) \rightarrow \infty$, implying that $\tilde{\varepsilon}_{i}^{0}$ can be treated as $\tilde{\varepsilon}_{i}$ asymptotically. Based on this intuition, we can follow the procedure proposed in Model 1 above to estimate $k_{0}$ and $b_{i}=\left(\beta_{i}^{\prime}, \delta_{i}^{\prime}\right)^{\prime}$, using transformed data $\left\{\tilde{Y}_{i}, \tilde{X}_{i}, i=1, \ldots, n\right\}$.

For any possible change point $k=1, \ldots, T-1$, define matrices $\tilde{Z}_{2 i}(k)=$ $M_{w} Z_{2 i}(k), \tilde{\mathbb{X}}_{i}(k)=\left(\tilde{X}_{i}, \tilde{Z}_{2 i}(k)\right)$ and $\tilde{\mathbb{X}}_{0 i}=\left(\tilde{X}_{i}, \tilde{Z}_{0 i}\right)$. With new notation,
equation (4.21) becomes

$$
\begin{equation*}
\tilde{Y}_{i}=\tilde{\mathbb{X}}_{0 i} b_{i}+\tilde{\varepsilon}_{i}^{0}, \quad i=1, \ldots, n . \tag{4.22}
\end{equation*}
$$

Given $k$, slope $b_{i}$ can be estimated by least squares,

$$
\begin{equation*}
\tilde{b}_{i}(k)=\binom{\tilde{\beta}_{i}(k)}{\tilde{\delta}_{i}(k)}=\left[\tilde{\mathbb{X}}_{i}(k)^{\prime} \tilde{\mathbb{X}}_{i}(k)\right]^{-1} \tilde{\mathbb{X}}_{i}(k)^{\prime} \tilde{Y}_{i}, \quad i=1, \ldots, n . \tag{4.23}
\end{equation*}
$$

The resulting sum of squared residuals is

$$
\begin{aligned}
\widetilde{\operatorname{SSR}}_{i}(k)= & {\left[\tilde{Y}_{i}-\tilde{\mathbb{X}}_{i}(k) \tilde{b}_{i}(k)\right]^{\prime}\left[\tilde{Y}_{i}-\tilde{\mathbb{X}}_{i}(k) \tilde{b}_{i}(k)\right] } \\
= & {\left[\tilde{Y}_{i}-\tilde{X}_{i} \tilde{\beta}_{i}(k)-\tilde{Z}_{2 i}(k) \tilde{\delta}_{i}(k)\right]^{\prime} } \\
& \times\left[\tilde{Y}_{i}-\tilde{X}_{i} \tilde{\beta}_{i}(k)-\tilde{Z}_{2 i}(k) \tilde{\delta}_{i}(k)\right], \quad i=1, \ldots, n,
\end{aligned}
$$

and the estimator of $k_{0}$ is defined similarly as

$$
\begin{equation*}
\tilde{k}=\arg \min _{1 \leq k \leq T-1} \sum_{i} \widetilde{\operatorname{SSR}}_{i}(k) \tag{4.24}
\end{equation*}
$$

Assumption 4.12. For $i=1, \ldots, n$, the matrices $\frac{1}{T} X_{i}^{\prime} M_{w} X_{i}$ and $\frac{1}{T} X_{i}^{\prime} M_{f} X_{i}$ are nonsingular, and their inverses have finite second-order moments.

This assumption of identifying $b_{i}$ and $b$ is adopted from Pesaran (2006).
Let $\tilde{x}_{i t}^{\prime}$ be the $t$ th element of matrix $\tilde{X}_{i}, i=1, \ldots, n$. To identify $k_{0}$, we need a modified version of Assumptions 4.4-4.6.

Assumption 4.13. For $i=1, \ldots, n$, the matrices $(1 / j) \sum_{t=1}^{j} \tilde{x}_{i t} \tilde{x}_{i t}^{\prime}$, $(1 / j) \sum_{t=T-j+1}^{T} \tilde{x}_{i t} \tilde{x}_{i t}^{\prime},(1 / j) \sum_{t=k_{0}-j+1}^{k_{0}} \tilde{x}_{i t} \tilde{x}_{i t}^{\prime}$ and $(1 / j) \sum_{t=k_{0}+1}^{k_{0}+j} \tilde{x}_{i t} \tilde{x}_{i t}^{\prime}$ are stochastically bounded and have minimum eigenvalues bounded away from zero in probability for all large $j$. In addition, for each $i,(1 / T) \sum_{t=1}^{T} \tilde{x}_{i t} \tilde{x}_{i t}^{\prime}$ converges in probability to a nonrandom and positive definite matrix as $T \rightarrow \infty$.

Assumption 4.14. For any positive finite integer $s$, the matrices $\frac{1}{n} \sum_{i=1}^{n} \sum_{t=k_{0}-s+1}^{k_{0}} \tilde{x}_{i t} \tilde{x}_{i t}^{\prime}$ and $\frac{1}{n} \sum_{i=1}^{n} \sum_{t=k_{0}+1}^{k_{0}+s} \tilde{x}_{i t} \tilde{x}_{i t}^{\prime}, i=1, \ldots, n$, are stochastically bounded, with minimum eigenvalues bounded away from zero in probability for large $n$. In addition, for each $t,(1 / n) \sum_{i=1}^{n} \tilde{x}_{i t} \tilde{x}_{i t}^{\prime}$ is stochastically bounded as $n \rightarrow \infty$.

Assumption 4.15. $\left\{\delta_{i}, i=1, \ldots, n\right\}$ are drawn independently of the process of $\left\{\tilde{x}_{i t}, i=1, \ldots, n\right\}$.

Alternatively, under a random coefficient model, we have a slightly different version of Assumption 4.7.

Assumption 4.16. For $i=1, \ldots, n$,

$$
b_{i}=b+v_{b, i}, v_{b, i} \sim \text { i.i.d. }\left(0, \Sigma_{b}\right),
$$

where $b=\left(\beta^{\prime}, \delta^{\prime}\right)^{\prime}, v_{b, i}=\binom{v_{\beta, i}}{v_{\delta, i}}$ and $\Sigma_{b}=\left(\begin{array}{cc}\Sigma_{\beta} & 0 \\ 0 & \Sigma_{\delta}\end{array}\right)$ for $i=1,2, \ldots, n$, where $\|b\|<\infty,\left\|\Sigma_{b}\right\|<\infty$, and the random deviations $v_{b, i}$ are independent of $\gamma_{j}, \Gamma_{j}, \varepsilon_{j t}$, and $v_{j t}$ for all $i, j$ and $t$.

Under Assumption 4.16, $b_{i}$ is independent of $\Gamma_{j}$, implying that as $n \rightarrow$ $\infty, \bar{C}_{1}=\sum_{i=1}^{n} \theta_{i} C_{1 i} \xrightarrow{p} E\left(C_{1 i}\right)=(\gamma+\Gamma \beta, \Gamma)$ and $\bar{C}_{2} \xrightarrow{p} E\left(C_{2 i}\right)=(\gamma+\Gamma(\beta+$ $R \delta), \Gamma)$. In this case, rank condition (Assumption 4.11) requires nonzero means for $\gamma$ and $\Gamma$ in Assumption 4.10 when $n$ is large. Similarly in Model 1 , when $\left\{\delta_{i}, i=1, \ldots, n\right\}$ are considered as random, as part of Assumption 4.16, Assumption 4.15 becomes redundant.

After the transformation (4.20), it can be shown that the change point estimator $\tilde{k}$ is still consistent in a linear model with a multifactor error structure (4.5), i.e., $\tilde{k}-k_{0}=o_{p}(1)$.

Theorem 4.2. Under Assumptions 4.1-4.3, 4.8-4.15 (or 4.16), $\lim _{(n, T) \rightarrow \infty} P\left(\tilde{k}=k_{0}\right)=1$.

Theorem 4.2 can be proved similarly to Theorem 4.1, see the technical details in Section 4.8.

Given the change point estimator $\tilde{k}$, the CCE estimator of the slope coefficients can be written as

$$
\tilde{b}_{i}=\tilde{b}_{i}(\tilde{k})=\left[\tilde{\mathbb{X}}_{i}\left(\tilde{k}^{\prime}\right)^{\prime} \tilde{\mathbb{X}}_{i}(\tilde{k})\right]^{-1} \tilde{\mathbb{X}}_{i}(\tilde{k})^{\prime} \tilde{Y}_{i}, \quad i=1, \ldots, n
$$

With the consistency of $\tilde{k}$, the asymptotics of $\tilde{b}_{i}$ can be established.
Proposition 4.1. Under Assumptions 4.1-4.3, 4.8-4.15, and $\sqrt{T} / n \rightarrow 0$ as $(n, T) \rightarrow \infty$, for each $i$,

$$
\sqrt{T}\left(\tilde{b}_{i}-b_{i}\right) \xrightarrow{d} N\left(0, \Sigma_{\tilde{\mathbb{X}}, i}^{-1} \Sigma_{\tilde{\mathbb{X}} \tilde{\varepsilon}, i} \Sigma_{\tilde{\mathbb{X}}, i}^{-1}\right),
$$

where

$$
\begin{aligned}
\Sigma_{\tilde{\mathbb{X}}, i} & =\operatorname{plim}_{T \rightarrow \infty} \frac{1}{T} \tilde{\mathbb{X}}_{0 i}^{\prime} \tilde{\mathbb{X}}_{0 i} \\
\Sigma_{\tilde{\mathbb{X}} \tilde{\varepsilon}, i} & =\operatorname{plim}_{T \rightarrow \infty} \frac{1}{T} \tilde{\mathbb{X}}_{0 i}^{\prime} \Sigma_{\varepsilon, i} \tilde{\mathbb{X}}_{0 i}, \quad i=1, \ldots, n
\end{aligned}
$$

An additional condition $\sqrt{T} / n \rightarrow 0$ as $(n, T) \rightarrow \infty$ is required here, due to the fact that $M_{w} F \gamma_{i}$ is included in $\tilde{\varepsilon}_{i}^{0}=M_{w} F \gamma_{i}+\tilde{\varepsilon}_{i}$, the error term of transformed model (4.21) using cross-sectional averages. This yields an extra term in $\sqrt{T}\left(\tilde{b}_{i}-b_{i}\right)$ whose order is $O_{p}(\sqrt{T} / n)+O_{p}(1 / \sqrt{n})$ which is asymptotically ignorable when $\sqrt{T} / n \rightarrow 0$ as $(n, T) \rightarrow \infty$. See the Supplementary Appendix.

As discussed above, Assumption 4.2 allows that $T$ can grow faster than $n$, i.e., $T=O\left(n^{\psi}\right)$ with $\psi \geq 1$. Here, the relative speed of $n$ and $T, \sqrt{T} / n \rightarrow$ 0 as $(n, T) \rightarrow \infty$ imposes an upper bound on $\psi$, i.e., $\psi<2$. Therefore, in the case of $T=O\left(n^{\psi}\right)$ with $1 \leq \psi<2$, both Assumption 4.2 and $\sqrt{T} / n \rightarrow 0$ as $(n, T) \rightarrow \infty$ required by Proposition 4.1 are satisfied.

As discussed by Pesaran (2006), a consistent Newey-West-type estimator of $\Sigma_{\tilde{\mathbb{X}} \tilde{\varepsilon}, i}$ can be obtained using the transformed data,

$$
\begin{aligned}
\tilde{\Sigma}_{\tilde{\mathbb{X}}, \tilde{\varepsilon}_{i}} & =\tilde{\Lambda}_{i 0}+\sum_{j=1}^{\omega}\left(1-\frac{j}{\omega+1}\right)\left(\tilde{\Lambda}_{i j}+\tilde{\Lambda}_{i j}^{\prime}\right) \\
\tilde{\Lambda}_{i j} & =\frac{1}{T} \sum_{t=j+1}^{\omega} \tilde{e}_{i t} \tilde{e}_{i, t-j} \mathbb{X}_{i t}(\hat{k}) \mathbb{X}_{i t}(\hat{k})^{\prime}
\end{aligned}
$$

where $\omega$ is the window size. $\tilde{e}_{i t}$ is the $t$ th element of $\tilde{e}_{i}=\tilde{Y}_{i}-\tilde{\mathbb{X}}_{i}(\tilde{k}) \tilde{b}_{i}$ and $\tilde{\mathbb{X}}_{i t}(\tilde{k})$ is the $t$ th row of $\tilde{\mathbb{X}}_{i}(\tilde{k})$. Since $\Sigma_{\tilde{\mathbb{X}}, i}$ can be consistently estimated by $\frac{1}{T} \tilde{\mathbb{X}}_{i}(\tilde{k})^{\prime} \tilde{\mathbb{X}}_{i}(\tilde{k})$. Thus, a consistent estimator of $\Sigma_{\tilde{\mathbb{X}}, i}^{-1} \Sigma_{\tilde{\mathbb{X}} \tilde{\varepsilon}, i} \Sigma_{\tilde{\mathbb{X}}, i}^{-1}$ is given by

$$
\begin{equation*}
\left[\frac{1}{T} \tilde{\mathbb{X}}_{i}(\tilde{k})^{\prime} \tilde{\mathbb{X}}_{i}(\tilde{k})\right]^{-1} \tilde{\Sigma}_{\tilde{\mathbb{X}} \tilde{\varepsilon}, i}\left[\frac{1}{T} \tilde{\mathbb{X}}_{i}(\tilde{k})^{\prime} \tilde{\mathbb{X}}_{i}(\tilde{k})\right]^{-1} \tag{4.25}
\end{equation*}
$$

Since $\tilde{b}_{i}(\tilde{k})$ has the same limiting distribution as $\tilde{b}_{i}\left(k_{0}\right)$, parameters $b_{i}$, $i=1, \ldots, n$, in model (4.5) can be inferred as if $k_{0}$ were known.

The mean group estimator with a common break can be defined similarly:

$$
\begin{equation*}
\tilde{b}_{\mathrm{MG}}=\frac{1}{n} \sum_{i=1}^{n} \tilde{b}_{i}=\frac{1}{n} \sum_{i=1}^{n}\left[\tilde{\mathbb{X}}_{i}(\tilde{k})^{\prime} \tilde{\mathbb{X}}_{i}(\tilde{k})\right]^{-1} \tilde{\mathbb{X}}_{i}(\tilde{k})^{\prime} \tilde{Y}_{i} . \tag{4.26}
\end{equation*}
$$

Proposition 4.2. Under the Assumptions 4.1-4.3, 4.8-4.14, 4.16,

$$
\sqrt{n}\left(\tilde{b}_{\mathrm{MG}}-b\right) \xrightarrow{d} N\left(0, \Sigma_{b}\right) .
$$

As in Pesaran (2006), $\Sigma_{b}$ can be consistently estimated by

$$
\frac{1}{n-1} \sum_{i=1}^{n}\left(\tilde{b}_{i}-\tilde{b}_{\mathrm{MG}}\right)\left(\tilde{b}_{i}-\tilde{b}_{\mathrm{MG}}\right)^{\prime} .
$$

For detailed proofs of Propositions 4.1 and 4.2, see the Supplementary Appendix. Unlike Pesaran (2006), an additional step is needed, that of estimating $k_{0}$. As shown in the propositions above, with the consistency of $\tilde{k}$, the convergence rate of $\tilde{k}$ is not required for deriving the asymptotic distributions of $\tilde{b}_{i}$, for $i=1, \ldots, n$, and $\tilde{b}_{\mathrm{MG}}$.

### 4.4. Multiple Common Break Points

When multiple common break points $k_{0}^{(1)}, \ldots, k_{0}^{\left(B_{k}\right)}$, occur in the slopes, there are $B_{k}+1$ regimes for each individual:

$$
y_{i t}=\left\{\begin{array}{cc}
x_{i t}^{\prime} \beta_{i}+e_{i t}, & t=1, \ldots, k_{0}^{(1)},  \tag{4.27}\\
x_{i t}^{\prime} \beta_{i}+z_{i t}^{\prime} \delta_{1 i}+e_{i t}, & t=k_{0}^{(1)}+1, \ldots, k_{0}^{(2)}, \\
\vdots & \vdots \\
x_{i t}^{\prime} \beta_{i}+z_{i t}^{\prime} \delta_{B_{k}, i}+e_{i t}, & t=k_{0}^{\left(B_{k}\right)}+1, \ldots, T,
\end{array}\right.
$$

for $i=1, \ldots, n$.
Estimation of multiple break points has been discussed by Bai (1997b) and Chong (1995) in a mean-shift model, Bai and Perron (1998) in linear regression models and Bai (2010) in a panel mean-shift model. To deal with this issue in the model (4.27), we can follow the sequential or one at-a-time approach discussed by Bai (1997b, 2010). The number of common breaks, $B_{k}$, is assumed known. The idea of the sequential approach is to estimate break points one by one. For example, if $B_{k}=3$, the estimation of $k_{0}^{(1)}, k_{0}^{(2)}$ and $k_{0}^{(3)}$ can be completed in three steps. In the first step, one break point is assumed as in Model 1 (or Model 2) above, and can be estimated by (4.11) (or (4.24)), denoted by $\hat{k}^{(1)}$ (or $\tilde{k}^{(1)}$ ). In the second step, in each of the two sub-panels split by $\hat{k}^{(1)}$ (or $\tilde{k}^{(1)}$ ), the same procedure (4.11) (or $(4.24))$ is applied. Thus, two single break estimators are obtained in these
two sub-panels. Moreover, $\hat{k}^{(2)}$ (or $\tilde{k}^{(2)}$ ) is defined as the one associated with a larger reduction in the sum of squared residuals. Similarly, $\hat{k}^{(1)}$ and $\hat{k}^{(2)}$ (or $\tilde{k}^{(1)}$ and $\tilde{k}^{(2)}$ ) yield three sub-panels. In the third step, in each of these three sub-panels, one break point can be estimated as in Model 1 (or 2). Among these three break estimators, we choose the one associated with the largest reduction of sum of squared residuals, denoted as $\hat{k}^{(3)}$ (or $\left.\tilde{k}^{(3)}\right)$. As suggested by Bai (2010), it can be shown that after rearranging $\left(\hat{k}^{(1)}, \hat{k}^{(2)}, \hat{k}^{(3)}\right)\left(\right.$ or $\left.\left(\tilde{k}^{(1)}, \tilde{k}^{(2)}, \tilde{k}^{(3)}\right)\right)$ in temporal order, $\left(\hat{k}^{(1)}, \hat{k}^{(2)}, \hat{k}^{(3)}\right)$ (or $\left(\tilde{k}^{(1)}, \tilde{k}^{(2)}, \tilde{k}^{(3)}\right)$ in Model 2) is consistent for $\left(k_{0}^{(1)}, k_{0}^{(2)}, k_{0}^{(3)}\right)$ as long as the assumptions listed in Section 4.2 (or 4.3) hold in each of the sub-panels.

Once the consistent estimators of $\left(k_{0}^{(1)}, \ldots, k_{0}^{\left(B_{k}\right)}\right)$ are obtained, the parameters $\beta_{i}, \delta_{1 i}, \ldots, \delta_{B_{k}, i}, i=1, \ldots, n$, can be estimated by least squares as in (4.10) (or (4.23)). Thus, their mean group estimators can be obtained similarly.

### 4.5. Endogenous Regressors and Break in Factors

In the empirical studies using the CCE and iterated principal component (IPC) approaches, there are two main concerns. First, to apply these two approaches, long panel data sets are usually required. However, over a long span, parameter instability due to structural breaks is possible. Second, with the exception of Temple and Van de Sijpe (2017), and Chirinko and Wilson (2017), endogeneity due to the correlation between the regressors and the idiosyncratic errors could bias the resulting estimates. Though an error factor structure can be used to control for the correlation between the regressors and the unobserved factors or loadings, the correlation between the regressors and the idiosyncratic errors could still be present due to reverse causality or other sources. This endogeneity is common in empirical studies using aggregate data, for example, the return of public infrastructure as surveyed by Gramlich (1994) and Calderon, Moral-Benito and Serven (2015).

In this section, we show that the model (4.4) considered in Section 4.5 can be extended to allow for endogenous regressors and structural changes in error factor loadings. Thus, based on Pesaran's (2006) heterogeneous panels we provide an appealing panel data regression model with four empirical features: (i) slope heterogeneity, (ii) cross-sectional dependence modeled by an error factor structure, (iii) endogenous regressors and (iv) structural changes in slopes and error factor loadings.

Specifically, the model considered here is

$$
\begin{aligned}
y_{i t} & =x_{i t}^{\prime} \beta_{i}\left(k_{0}\right)+e_{i t} \\
& = \begin{cases}x_{i t}^{\prime} \beta_{1 i}+e_{i t}, & t=1, \ldots, k_{0}, \\
x_{i t}^{\prime} \beta_{2 i}+e_{i t}, & t=k_{0}+1, \ldots, T,\end{cases} \\
e_{i t} & =\gamma_{i}\left(k_{1}\right)^{\prime} f_{t}+\varepsilon_{i t}, \quad x_{i t}=\Gamma_{i}^{\prime} f_{t}+v_{i t} .
\end{aligned}
$$

Here $\operatorname{Cov}\left(\varepsilon_{i t}, v_{i t}\right) \neq 0$. The case of partial changes in slopes can be easily accommodated as in (4.6) of Model 1 in Section 4.2. Assume there are $q$ instruments $z_{i t}$ with $q \geq p$. The instruments $z_{i t}$ could be affected by $f_{t}$. The key differences of this model from (4.4) are (i) endogenous regressors and (ii) a common break $k_{1}$ in factor loading $\gamma_{i}\left(k_{1}\right)$.

To deal with endogeneity, we start with a simplified case without considering the error factor structure. Different from the assumption in Sections 4.2 and 4.3, here $\varepsilon_{i t}$ is allowed to be correlated with $x_{i t}$.

Let $b_{i}=\left(\beta_{1 i}^{\prime}, \beta_{2 i}^{\prime}\right)^{\prime}, i=1, \ldots, n$. For every $i$, and $k=1, \ldots, T-1$, define $X_{1 i}(k)=\left(x_{i 1}, \ldots, x_{i, k}\right)^{\prime}$ and $X_{2 i}(k)=\left(x_{i, k+1}, \ldots, x_{i T}\right)^{\prime}$. Similarly, define $Y_{1 i}(k)=\left(y_{i 1}, \ldots, y_{i, k}\right)^{\prime}$ and $Y_{2 i}(k)=\left(y_{i, k+1}, \ldots, y_{i T}\right)^{\prime}$. Let $Y_{i}=\left(y_{i 1}, \ldots, y_{i T}\right)^{\prime}$ and $\varepsilon_{i}=\left(\varepsilon_{i 1}, \varepsilon_{i 2}, \ldots, \varepsilon_{i T}\right)^{\prime}$ denote the stacked data and errors over time, thus $Y_{i}=\left(Y_{1 i}(k)^{\prime}, Y_{2 i}(k)^{\prime}\right)^{\prime}$. Using the notation $\mathbb{X}_{i}(k)=\left(\begin{array}{cc}X_{1 i}(k) & 0 \\ 0 & X_{2 i}(k)\end{array}\right)$, equation (4.6) can be written in matrix form as

$$
\begin{equation*}
Y_{i}=\mathbb{X}_{i}\left(k_{0}\right) b_{i}+\varepsilon_{i}, \quad i=1, \ldots, n . \tag{4.28}
\end{equation*}
$$

Following Perron and Yamamoto (2015), we can project $\varepsilon_{i}$ on the column space spanned by $\mathbb{X}_{i}\left(k_{0}\right)$ such that the new error term $\varepsilon_{i}^{*}$ (defined below) is uncorrelated with $\mathbb{X}_{i}\left(k_{0}\right)$. Rewrite equation (4.8) as follows:

$$
\begin{equation*}
Y_{i}=\mathbb{X}_{i}\left(k_{0}\right) \beta_{i}^{*}\left(k_{0}\right)+\varepsilon_{i}^{*}, \tag{4.29}
\end{equation*}
$$

where $\varepsilon_{i}^{*}=\left(I-P_{\mathbb{X}}\right) \varepsilon_{i}=\left(\varepsilon_{i 1}^{*}, \ldots, \varepsilon_{i T}^{*}\right)^{\prime}$ and $P_{\mathbb{X}}$ is the projection matrix based on $\mathbb{X}_{i}\left(k_{0}\right)$, and

$$
\beta_{i}^{*}\left(k_{0}\right)=\binom{\beta_{1 i}^{*}}{\beta_{2 i}^{*}}=b_{i}+\left[\mathbb{X}_{i}\left(k_{0}\right)^{\prime} \mathbb{X}_{i}\left(k_{0}\right)\right]^{-1} \mathbb{X}_{i}\left(k_{0}\right)^{\prime} \varepsilon_{i} .
$$

As argued by Perron and Yamamoto (2015) in a time-series model, a structural change in the original parameter $\beta_{i}\left(k_{0}\right)$ implies a shift in the new parameter, the probability limit of $\beta_{i}^{*}\left(k_{0}\right)$, at the same break date $k_{0}$, except for a knife-edge case.

Since the new errors $\varepsilon_{i t}^{*}$ are uncorrelated with $x_{i t}$, equation (4.29) becomes Model 1 in Section 4.2. Following the same lines of proof as in Theorem 1, it can be shown that $\hat{k}$ is consistent for $k_{0}$, i.e., $\hat{k}-k_{0}=o_{p}(1)$, under appropriate assumptions.

In the general model,

$$
Y_{i}=\mathbb{X}_{i}\left(k_{0}\right) b_{i}+F \gamma_{i}\left(k_{1}\right)+\varepsilon_{i}, \quad i=1, \ldots, n
$$

The new complication is the additional term $F \gamma_{i}\left(k_{1}\right)$. Besides nonzero $\operatorname{Cov}\left(v_{i t}, \varepsilon_{i t}\right)$, this unobserved factors create an additional source of endogeneity due to the unobservable common factors $f_{t}$ that affect both $x_{i t}=$ $\Gamma_{i}^{\prime} f_{t}+v_{i t}$ and $e_{i t}$.

With endogenous regressors $x_{i t}$, this general model with a multifactor error structure can still fit into the simplified case discussed in the previous subsection. Hence, we can still use OLS to estimate $k_{0}$. However, due to the common $f_{t}$, errors $e_{i t}$ are no longer cross-sectionally independent. This is a major difference. As pointed out by Kim (2011), the cross-sectional correlation in the errors could offset the information across the cross-sectional dimension under the common break assumption. Thus, $\hat{k}-k_{0}=o_{p}(1)$ is not necessarily achieved without controlling for $f_{t}$. It depends on the magnitude of the cross-sectional correlation governed by the unobservable loadings.

As shown in Baltagi, Feng and Kao (2019), the CCE approach is still valid in this general model. Since $f_{t}$ are unobservable, we follow Pesaran's (2006) idea of using the cross-sectional averages of $y_{i t}$ and $x_{i t}$ as proxies for $f_{t}$. Combining (4.3) and (4.5) yields

$$
\underset{(p+1) \times 1}{w_{i t}}=\binom{y_{i t}}{x_{i t}}=\underset{(p+1) \times m}{C_{i}\left(k_{0}, k_{1}\right)^{\prime}} \underset{m \times 1}{f_{t}}+\underset{(p+1) \times 1}{u_{i t}\left(k_{0}\right),}
$$

where

$$
\begin{aligned}
\underset{m \times(p+1)}{C_{i}\left(k_{0}, k_{1}\right)} & =\left(\gamma_{i}\left(k_{1}\right), \Gamma_{i}\right)\left(\begin{array}{cc}
1 & 0 \\
\beta_{i}\left(k_{0}\right) & I_{p}
\end{array}\right), \\
u_{i t}\left(k_{0}\right) & =\binom{\varepsilon_{i t}+v_{i t}^{\prime} \beta_{i}\left(k_{0}\right)}{v_{i t}} .
\end{aligned}
$$

In the case that the instruments $z_{i t}$ are affected by $f_{t}, z_{i t}$ can be included in the vector $w_{i t}$. Note that like $\beta_{i}\left(k_{0}\right)$, the slope $C_{i}\left(k_{0}, k_{1}\right)$ in (4.15) also
shifts at $k_{0}$, and $k_{1}$. Without loss of generality, we assume $k_{1}>k_{0}$. Thus,

$$
C_{i}\left(k_{0}, k_{1}\right)= \begin{cases}C_{1 i}=\left(\gamma_{1 i}+\Gamma_{i} \beta_{1 i}, \Gamma_{i}\right), & t=1, \ldots, k_{0} \\ C_{2 i}=\left(\gamma_{1 i}+\Gamma_{i} \beta_{2 i},\right. & \left.\Gamma_{i}\right), \\ t_{3 i}=k_{0}+1, \ldots, k_{1} \\ C_{3 i}=\left(\gamma_{2 i}+\Gamma_{i} \beta_{2 i}, \Gamma_{i}\right), & t=k_{1}+1, \ldots, T\end{cases}
$$

Common break $k_{0}$ splits the data generating process for all individuals into two regimes, and in each regime the unobserved common factors $f_{t}$ can be partialled out by using cross-sectional averages in Pesaran (2006). Let $\bar{w}_{t}=\sum_{i=1}^{n} \theta_{i} w_{i t}$ be the cross-sectional average of $w_{i t}$ using weights $\theta_{i}$, $i=1, \ldots, n$. In particular,

$$
\begin{equation*}
\bar{w}_{t}=\bar{C}\left(k_{0}, k_{1}\right)^{\prime} f_{t}+\bar{u}_{t}\left(k_{0}\right), \tag{4.30}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{C}\left(k_{0}, k_{1}\right)= & \sum_{i=1}^{N} \theta_{i} C_{i}\left(k_{0}, k_{1}\right) \\
= & \begin{cases}\bar{C}_{1}=\sum_{i=1}^{n} \theta_{i} C_{1 i}, & t=1, \ldots, k_{0}, \\
\bar{C}_{2}=\sum_{i=1}^{n} \theta_{i} C_{2 i}, & t=k_{0}+1, \ldots, k_{1}, \\
\bar{C}_{3}=\sum_{i=1}^{n} \theta_{i} C_{3 i}, & t=k_{1}+1, \ldots, T\end{cases} \tag{4.31}
\end{align*}
$$

and

$$
\begin{align*}
\bar{u}_{t}\left(k_{0}\right)= & \sum_{i=1}^{n} \theta_{i} u_{i t}\left(k_{0}\right) \\
& =\left\{\begin{array}{cl}
\binom{\bar{\varepsilon}_{t}+\sum_{i=1}^{n} \theta_{i} v_{i t}^{\prime} \beta_{1 i}}{\bar{v}_{t}}, & t=1, \ldots, k_{0} \\
\binom{\bar{\varepsilon}_{t}+\sum_{i=1}^{n} \theta_{i} v_{i t}^{\prime} \beta_{2 i}}{\bar{v}_{t}}, & t=k_{0}+1, \ldots, T,
\end{array}\right. \tag{4.32}
\end{align*}
$$

where $\bar{\varepsilon}_{t}=\sum_{i=1}^{n} \theta_{i} \varepsilon_{i t}, \bar{v}_{t}=\sum_{i=1}^{n} \theta_{i} v_{i t}$.

For equation (4.30), when $\bar{C}\left(k_{0}, k_{1}\right)$ is of full rank, $f_{t}$ can be written as

$$
\begin{equation*}
f_{t}=\left[\bar{C}\left(k_{0}, k_{1}\right) \bar{C}\left(k_{0}, k_{1}\right)^{\prime}\right]^{-1} \bar{C}\left(k_{0}, k_{1}\right)\left(\bar{w}_{t}-\bar{u}_{t}\left(k_{0}\right)\right) . \tag{4.33}
\end{equation*}
$$

For simplicity, we assume that the rank condition is satisfied.
Assumptions 4.10 and 4.11 imply that $\bar{C}\left(k_{0}, k_{1}\right) \bar{C}\left(k_{0}, k_{1}\right)^{\prime}$ is invertible. As shown in Lemma 1 of Pesaran (2006), in (4.18), the cross-sectional averages of the errors $\bar{\varepsilon}_{t}, \bar{v}_{t}, \sum_{i=1}^{n} \theta_{i} v_{i t}^{\prime} \beta_{1 i}$ and $\sum_{i=1}^{n} \theta_{i} v_{i t}^{\prime} \beta_{2 i}$ all vanish as $n \rightarrow \infty$, thus

$$
\bar{u}_{t}\left(k_{0}\right) \xrightarrow{p} 0
$$

in both regimes as $n \rightarrow \infty$, regardless of the correlation between $\varepsilon_{i t}$ and $v_{i t}$, yielding

$$
\begin{equation*}
f_{t}-\left[\bar{C}\left(k_{0}, k_{1}\right) \bar{C}\left(k_{0}, k_{1}\right)^{\prime}\right]^{-1} \bar{C}\left(k_{0}, k_{1}\right) \bar{w}_{t} \xrightarrow{p} 0 . \tag{4.34}
\end{equation*}
$$

This suggests that it is asymptotically valid to use $\bar{w}_{t}$ as observable proxies for $f_{t}$. This finding also shows that the CCE approach proposed by Pesaran (2006) is robust to endogeneity and structural changes in slopes and factor structures. Same as Model 2 above, OLS of $k_{0}$ using the CCE transformed data is consistent, i.e., $\tilde{k}-k_{0}=o_{p}(1)$.

### 4.6. Monte Carlo Simulations

This section employs Monte Carlo simulations to examine the consistency of the estimated break points $\hat{k}$ and $\tilde{k}$ summarized in Theorems 4.1 and 4.2. Since the CCE estimators in Model 2 have the same asymptotic distributions as if the true common breaks were known, their asymptotic properties are not examined here. Two different designs are used for Models 1 and 2, respectively. In Model 1, there are no common correlated effects in the errors and regressors, so least squares can be run for each individual series. While in Model 2, the regressors and errors are correlated due to common correlated effects $f_{t}$. A transformation, using cross-sectional averages of the dependent variable and regressors proposed by Pesaran (2006), is needed to remove such effects asymptotically.

In the following experiments, the focus is on the histograms of $\hat{k}$ and $\tilde{k}$ in setups with different combinations of $(n, T)$.

### 4.6.1. Model 1: No common correlated effects

The data generating process (DGP) of Model 1 is modified from that in Pesaran (2004, p. 24):

$$
\begin{aligned}
& y_{i t}=\alpha_{i}+\beta_{i}\left(k_{0}\right) y_{i, t-1}+e_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T \\
& e_{i t}=\gamma_{i} f_{t}+\varepsilon_{i t}
\end{aligned}
$$

Here we set $\gamma_{i}=0$, so there is no cross-sectional dependence in the errors. Instead, in this dynamic heterogeneous panel model, there is a common break $k_{0}=0.5 T$ in the slopes $\beta_{i}$, for $i=1, \ldots, n$, i.e.,

$$
\beta_{i}\left(k_{0}\right)= \begin{cases}\beta_{1 i}, & t=1, \ldots, k_{0}, \\ \beta_{2 i}=\beta_{1 i}+\delta_{i}, & t=k_{0}+1, \ldots, T,\end{cases}
$$

where $\delta_{i}$ is the jump in the slope for each series. We assume $\beta_{1 i} \sim$ i.i.d. $U(0,0.8)$ and $\delta_{i} \sim$ i.i.d. $U(0,0.2)$. We set $\alpha_{i}=\mu_{i}\left(1-\beta_{1 i}\right), \mu_{i}=\varepsilon_{0 i}+\eta_{i}$ where $\varepsilon_{0 i} \sim$ i.i.d. $N(0,1)$ and $\eta_{i} \sim$ i.i.d. $N(1,2)$. In addition, we assume $y_{i, 0} \sim$ i.i.d. $N(0,1)$ and $\varepsilon_{i t} \sim$ i.i.d. $N\left(0, \sigma_{i}^{2}\right)$, with $\sigma_{i}^{2} \sim \chi_{2}^{2} / 2$.

In (4.11), for any possible change point $k=1, \ldots, T-1$, the estimated change point $\hat{k}$ is the one that minimizes the sum of $n$ individual sum of squared residuals. 1000 replications are performed to obtain the histogram of $\hat{k}$ for each setup.

Panel A of Fig. 4.1 reports the histograms of $\hat{k}$ for $T=50$ and $n=$ $10,50,200$. The frequency of choosing the true value $k_{0}$ increases from $17 \%$ for $n=10$ to almost $90 \%$ for $n=200$. It shows that the distribution of $\hat{k}$ shrinks with $n$. This finding supports Theorem 4.1, confirming that multiple individual series provide additional information on $k_{0}$, and that $\hat{k}$ converges to $k_{0}$ as the number of series goes to infinity.

To consider the case where there is no structural break in slopes in some series, we set $\delta_{i}=0$ in $[n / 4]$ series, implying that $\phi_{N}$ increases with $n$ at a rate of $O\left(n^{3 / 4}\right)$. Panel B of Fig. 4.1 reports the histograms of $\hat{k}$ for this case with $T=50$. Similar to Panel A, the pattern that $\hat{k}$ converges to $k_{0}$ as $n$ increases remains. However, the frequency of choosing the true value $k_{0}$ is significantly smaller than that in Panel A of Fig. 4.1. For example, for $n=50$, the frequency of choosing the true value $k_{0}$ drops from $44 \%$ in Panel A to $34 \%$ in Panel B. This suggests that for the accuracy of the estimated change point, allowing for no break in some series is equivalent to reducing the number of series or the magnitude of break $\phi_{N}$.


Panel B: No Break in Some Series

Fig. 4.1. Histograms of $\hat{k}$ in Model 1: $T=50$.

### 4.6.2. Model 2: Common correlated effects

The data generating process for Model 2 is as follows:

$$
\begin{aligned}
& y_{i t}=\alpha_{i}+\beta_{i}\left(k_{0}\right) x_{i, t}+e_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T, \\
& e_{i t}=\gamma_{1 i} f_{t}+\varepsilon_{i t},
\end{aligned}
$$

where $\alpha_{i} \stackrel{\text { i.i.d. }}{\sim} N(1,1)$ and $\gamma_{1 i} \stackrel{\text { i.i.d. }}{\sim} N(1,0.2)$. The idiosyncratic errors are generated as $\varepsilon_{i t} \stackrel{\text { i.i.d. }}{\sim} N\left(0, \sigma_{i}^{2}\right)$ and $\sigma_{i}^{2} \stackrel{\text { i.i.d. }}{\sim} U(0.5,1.5)$. There is a common break in the individual slopes:

$$
\beta_{i}\left(k_{0}\right)=\left\{\begin{array}{ll}
\beta_{1 i}, & t=1, \ldots, k_{0}, \\
\beta_{2 i}=\beta_{1 i}+\delta_{i}, & t=k_{0}+1, \ldots, T,
\end{array} \quad k_{0}=0.5 T,\right.
$$

where $\beta_{1 i}=1+\eta_{i}, \eta_{i} \stackrel{\text { i.i.d. }}{\sim} N(0,0.04)$ and $\delta_{i} \stackrel{\text { i.i.d. }}{\sim} N(0,0.04)$.
Unlike Model 1, the error $e_{i t}$ and the regressor $x_{i t}$ contain the common correlated effect $f_{t}$ :

$$
x_{i t}=a_{i}+\gamma_{2 i} f_{t}+v_{i t},
$$

where $a i \stackrel{\text { i.i.d. }}{\sim} N(0.5,0.5), \gamma_{2 i} \stackrel{\text { i.i.d. }}{\sim} N(0.5,0.5)$ and $v_{i t} \stackrel{\text { i.i.d. }}{\sim} N\left(0,1-\rho_{v i}^{2}\right)$, with $\rho_{v i}=0.5$. The factor $f_{t}$ is generated by the stationary process:

$$
\begin{aligned}
& f_{t}=\rho_{f} f_{t-1}+v_{f t}, \quad t=-49, \ldots, 0,1, \ldots, T ; \\
& \rho_{f}=0.5, v_{f t} \stackrel{\text { i.i.d. }}{\sim} N\left(0,1-\rho_{f}^{2}\right), f_{-50}=0 .
\end{aligned}
$$

The correlation between $x_{i t}$ and $e_{i t}$ renders OLS inconsistent in the individual regressions. Thus, transformation (4.20) using cross-sectional averages of $y_{i t}$ and $x_{i t}$ is needed to remove $f_{t}$ before conducting least squares estimation of $k_{0}$.

The setup above is a simplified version of the design in Pesaran (2006). First, as in model (4.4), the observed factors are omitted for simplicity. Second, the number of regressors and unobservable factors are reduced to 1 , respectively. Third, the correlation structures in $v_{i t}$ and $\varepsilon_{i t}$ are removed. The only new feature of this model is that there is a common break at $k_{0}$, specified as $0.5 T$.

The first row of Fig. 4.2 presents the histograms of the estimated change point $\tilde{k}$ for $T=50$. It replicates the pattern in Fig. 4.1, showing that after the transformation, the frequency of choosing the true value $k_{0}$ increases significantly with $n$. Figure 4.2 also reports, in the second row, the histograms of the estimated change point $\hat{k}$ without conducting







Fig. 4.2. Histograms of $\tilde{k}$ and $\hat{k}$ in Model 2: $T=50$.
transformation (4.20). It indicates that in the presence of common correlated effects, cross-sectional information using multiple series fails to improve the accuracy of the estimated change point.

Figure 4.3 reports the histograms of $\tilde{k}$ and $\hat{k}$ for $T=200$. The same pattern emerges, suggesting that the distribution of $\tilde{k}$ shrinks to $k_{0}$ as $n \rightarrow \infty$. Different from Fig. 4.2, the frequency of $\hat{k}$, the estimator without conducting transformation (4.20), choosing the true break date increases with $n$ in Fig. 4.3 when $T$ is large, although not at a rate as high as that of $\tilde{k}$ using the transformed data. Whether $\left|\hat{k}-k_{0}\right|$ shrinks to 0 or not as $(n, T) \rightarrow \infty$ depends upon the correlation between $x_{i t}$ and $e_{i t}$. In Fig. 4.4, we increase this correlation by changing the distribution of $\gamma_{1 i}$ from $N(1,0.2)$ to $N(2,0.2)$. In this case, the cross-sectional information using multiple series fails to improve the accuracy of the estimated change point $\hat{k}$. This is consistent with the findings of Kim (2011).

### 4.6.3. Case of endogenous regressors

We also check the impact of endogeneity on the consistency of the break point estimator using various experiments. The DGP used here is a modified design of Model 2. The main difference is that $e_{i t}$ is correlated with $x_{i t}$ (or $v_{i t}$ ) by adding a term $\rho_{e, i} v_{i t}$ in the process of $e_{i t}$ :

$$
\begin{equation*}
e_{i t}=\gamma_{1 i}\left(k_{1}\right) f_{t}+\rho_{e, i} v_{i t}+\left(1-\rho_{e}^{2}\right)^{1 / 2} \varepsilon_{i t} \tag{4.35}
\end{equation*}
$$

where $\rho_{e, i}$ denotes the correlation between $x_{i t}$ and $e_{i t}$. We also allow a break in the factor loading $\gamma_{1 i}\left(k_{1}\right)$ at a different time point $k_{1}=[0.7 T]$ :

$$
\gamma_{1 i}\left(k_{1}\right)= \begin{cases}\gamma_{1 i}, & t=1, \ldots, k_{1} \\ \gamma_{1 i}+\Delta \gamma_{1 i}, & t=k_{1}+1, \ldots, T\end{cases}
$$

In the process generating $e_{i t}$, the loadings $\gamma_{1 i} \sim$ i.i.d. $N(1,0.2), \Delta \gamma_{1 i} \sim$ i.i.d. $N(0.5,0.5), \rho_{e, i} \sim$ i.i.d. $U(-0.5,0.5)$ and $\varepsilon_{i t} \sim$ i.i.d. $N\left(0, \sigma_{i}^{2}\right)$ with $\sigma_{i}^{2} \sim$ i.i.d. $U(0.5,1.5)$.

In the error structure (4.35), there are two sources of endogeneity due to the unobserved factor $f_{t}$ and the random component $v_{i t}$. For simplicity, we first ignore the break in factor loading $\gamma_{1 i}\left(k_{1}\right)$ and set $\Delta \gamma_{1 i}=0$ in Fig. 4.5. As pointed out by Perron and Yamamoto (2015), the break fraction $\tau_{0}=k_{0} / T$ can be consistently estimated by OLS even in the presence of correlation between $x_{i t}$ and $e_{i t}$ in a time-series regression. However, in a panel data setup, the cross-sectional correlation in the errors due to the


Fig. 4.3. Histograms of $\tilde{k}$ and $\hat{k}$ in Model 2: $T=200$.
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Fig. 4.4. Histograms of $\tilde{k}$ and $\hat{k}$ in Model 2 (with increased correlation between $x_{i t}$ and $e_{i t}$ ): $T=200$.
Note: The DGP is the same as in Fig. 4.2, except that the correlation between $x_{i t}$ and $e_{i t}$ increases by changing the distribution of $\gamma_{i 1}$ from i.i.d. $N(1,0.2)$ to i.i.d. $N(2,0.2) . k_{0}=0.5 T=100$.
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Fig. 4.5. Histograms of $\tilde{k}$ and $\hat{k}$ in the general case with endogenous regressors $(T=50)$.
common $f_{t}$ could fail to improve the accuracy of the OLS estimator of $k_{0}$, as pointed out by Theorem 1A(iii) of Kim (2011) and Fig. 4.4. Thus, the transformation (4.20) using cross-sectional averages of $y_{i t}$ and $x_{i t}$ is needed to remove $f_{t}$ before conducting least squares.

The first row of Fig. 4.5 presents the histograms of the estimated change point $\tilde{k}$ for $T=50$. The frequency of choosing the true value $k_{0}$ increases significantly with $n$. It confirms the finding that the distribution of $\tilde{k}$ collapses to $k_{0}$ as $n \rightarrow \infty$ in the presence of endogenous regressors. The second row of Fig. 4.5 also reports the histograms of the estimated change point $\hat{k}$ without conducting the CCE transformation (4.20). It indicates that in the presence of common correlated effects, cross-sectional information using multiple series fails to improve the accuracy of the estimated change point.

Figure 4.6 presents the case when there is a common break in the factor loading $\gamma_{1 i}\left(k_{1}\right)$, with $k_{1}=[0.7 T]>k_{0}$. Consistent with our theory $\tilde{k}$, our estimator of the break point in the slope parameters is robust to a break in the error factor loadings $\gamma_{1 i}$. This holds since $f_{t}$ is asymptotically removed by the CCE transformation (4.20). However, as shown in the second row of Fig. 4.6, the break point in factor loadings could lead to a spurious break in the slope parameters if we ignore the unobserved factors in the errors. In Fig. 4.7, we reduce the correlation between $x_{i t}$ and $e_{i t}$ by changing the distribution of the loading $\gamma_{2 i}$ from $N(0.5,0.5)$ to $N(0.1,0.1)$, increasing $n$ does not improve the frequency of $\hat{k}$ choosing $k_{0}$.

Figure 4.8 reports the case of rank deficiency. By changing the distribution of $\gamma_{2 i}$ from $N(0.5,0.5)$, the matrix $\bar{C}\left(k_{0}\right)$ is not of full rank asymptotically. The first panel of Fig. 4.8 shows that the consistency of $\tilde{k}$ remains in the case of rank deficiency. As $N$ increases, the probability of choosing the true value $k_{0}$ increases.

In Fig. 4.9, we also compare the efficiency of the proposed OLS and IV estimators of $k_{0}$. An IV estimator is used in the first step, instead of OLS, in a simplified case without an error factor structure. The DGP is similar to the one used in Fig. 4.5 except that there are no factors and an instrument is introduced and regressor $x_{i t}$ is generated in a slightly different way, similar to Hall et al. (2012). As expected, the IV estimator $\check{k}$ is also consistent, and its probability of choosing the true value $k_{0}$ increases with $n$ (and $T$ ). However, a comparison between the histograms of $\hat{k}$ and $\check{k}$ suggests that OLS yields more accuracy in terms of the probability of finding the true value $k_{0}$ than the IV estimator.


Fig. 4.6. Histograms of $\tilde{k}$ and $\hat{k}$ with endogenous regressors and a structural change in the error factor loading $(T=50)$.


Fig. 4.7. Histograms of $\tilde{k}$ and $\hat{k}$ in the general case with reduced endogeneity $(T=50)$.
Note: The DGP is the same as the one in Fig. 4.5, except for reducing the correlation between $x_{i, t}$ and $e_{i, t}$ by changing the distribution of the loading $\gamma_{2 i}$ from i.i.d. $N(0.5,0.5)$ to i.i.d. $N(0.1,0.1)$.


Fig. 4.8. Histograms of $\tilde{k}$ and $\hat{k}$ in the general case with rank deficiency $(T=50)$.
Note: The means of $\gamma_{i 2}$ and $a_{i}$ change to zero, i.e., $\gamma_{i 2} \sim$ i.i.d. $N(0,0.5), a_{i} \sim$ i.i.d. $N(0,0.5)$, so the rank condition is not satisfied asymptotically.


Fig. 4.9. Histograms of the OLS estimator $\hat{k}$ and IV estimator $\check{k}$ in a simplified case without a factor structure in the errors $(T=50)$. Note: In this simplified case, there is no factor structure in the errors. The instrument $z 3_{i t}$ is introduced and regressor $x_{i t}$ is generated in a slightly different way (similar to Hall et al., 2012). $z 3_{i t}=2 a_{i}+\gamma_{3 i} f_{t}+v 2_{i t}$ where $\gamma_{3 i} \sim$ i.i.d. $N(1,0.5), v 2_{i t} \sim$ i.i.d. $N(0,1)$, and $v 2_{i t}$ is independent of $v_{i t}$ and $\varepsilon_{i t}$.
$x_{i t}=0.5 z 3_{i t}+v_{i t} ; e_{i t}=\rho_{e, i} v_{i t}+\left(1-\rho_{e, i}^{2}\right)^{1 / 2} \varepsilon_{i t}, \rho_{e, i} \sim$ i.i.d. $U(-0.5,0.5), \varepsilon_{i t} \sim$ i.i.d. $N\left(0, \sigma_{i}^{2}\right), \sigma_{i}^{2} \sim$ i.i.d. $U(0.5,1.5), \gamma_{1 i} \sim$ i.i.d. $N(1,0.2), \gamma_{2 i} \sim$ i.i.d. $N(0.5,0.5), a_{i} \sim$ i.i.d. $N(0.5,0.5), v_{i t} \sim$ i.i.d. $N\left(0,1,-\rho_{v i}^{2}\right), \rho_{v i}=0.5$. These variables are mutually independent. The replication number is $1000 . T=50, k_{0}=25$.
$\hat{k}$ : The OLS estimator of the change point.
$\check{k}$ : The IV estimator of the change point: the IV estimator is used in the first step, instead of OLS.

### 4.7. An Empirical Example

In Section 3.6, CCE, IPC and likelihood approaches are illustrated by using China's provincial panel data during 1996-2015 to estimate the output elasticity with respect to public infrastructure in an aggregate production function. In this section, based on Feng (2020), we empirically investigate how to deal with common factors and common breaks using the estimators proposed in this chapter.

Baltagi, Feng and Kao (2016, 2019) extend Pesaran's (2006) CCE approach by allowing for unknown common structural changes in slopes and error factor structure and endogenous regressors in large heterogeneous panels. They find that Pesaran's CCE approach is still valid when dealing with unobservable common factors in the presence of common breaks in slopes and error factor loadings and endogenous regressors. Given that there are no empirical investigations of the proposed estimators available, this section aims to compare these estimators to Bai's (2009) IPC estimator and Pesaran's (2006) CCE mean group estimator in the context of China's provincial infrastructure investment covering the period 1996-2015. In this specific empirical context, the trade-offs of allowing for endogeneity and common structural breaks in heterogeneous panels with an error factor structure can be illustrated.

Consider the general model,

$$
Y_{i}=\mathbb{X}_{i}\left(k_{0}\right) b_{i}+F \gamma_{i}\left(k_{1}\right)+\varepsilon_{i}, \quad i=1, \ldots, n
$$

Denote $w_{i t}=\left(y_{i t}, x_{i t}^{\prime}\right)^{\prime}, \bar{w}_{t}=\frac{1}{n} \sum_{i=1}^{n} w_{i t}, \bar{W}=\left(\bar{w}_{1}^{\prime}, \bar{w}_{2}^{\prime}, \ldots, \bar{w}_{T}^{\prime}\right)^{\prime}$ and $M_{w}=I_{T}-\bar{W}\left(\bar{W}^{\prime} \bar{W}\right)^{-1} \bar{W}^{\prime}$. Baltagi, Feng and Kao (2019) argue that $\bar{W}$ can be treated as exogenous asymptotically when $n$ is large, and that it can be included as the first-stage regressors along with instruments $z_{i t}$. Similar to the definition of $\mathbb{X}_{i}(k)$, we define the instrument matrix $\mathbb{Z}_{i}(k)=\left(\begin{array}{cc}Z_{1 i}(k) & 0 \\ 0 & Z_{2 i}(k)\end{array}\right)$ where $Z_{1 i}(k)=\left(z_{i 1}^{\prime}, \ldots, z_{i k}^{\prime}\right)^{\prime}$ and $Z_{2 i}(k)=$ $\left(z_{i k+1}^{\prime}, \ldots, z_{i T}^{\prime}\right)^{\prime}$. Denote $Z_{i}^{+}(k)=\left(\mathbb{Z}_{i}(k), \bar{W}\right)$. The predicted value of $\mathbb{X}_{i}(\tilde{k})$ is $\widehat{\mathbb{X}}_{i}(\tilde{k})=P_{Z_{i}^{+}(\tilde{k})} \mathbb{X}_{i}(\tilde{k})$. Given the OLS estimator of the break date, $\tilde{k}$, the IV estimator of $b_{i}$ is given by $\left[\widehat{\mathbb{X}}_{i}(\tilde{k})^{\prime} M_{w} \widehat{\mathbb{X}}_{i}(\tilde{k})\right]^{-1} \widehat{\mathbb{X}}_{i}(\tilde{k})^{\prime} M_{w} Y_{i}, i=1, \ldots, n$, and the mean group estimator of the cross-sectional mean of $b_{i}, i=1, \ldots, n$, is defined in Baltagi, Feng and Kao (2019) by

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left[\widehat{\mathbb{X}}_{i}(\tilde{k})^{\prime} M_{w} \widehat{\mathbb{X}}_{i}(\tilde{k})\right]^{-1} \widehat{\mathbb{X}}_{i}(\tilde{k})^{\prime} M_{w} Y_{i} \tag{4.36}
\end{equation*}
$$

which is labeled as CCEMG-IV-b here.

In this example, we make use of China's institutional context to obtain an instrument to deal with endogeneity issue. The endogeneity due to the reverse causality between output and infrastructure has been widely documented in the literature (Gramlich, 1994).

In Section 3.6, Table 3.1 reports FD estimates of output elasticity of infrastructure, $\beta_{b}$, in a homogeneous model assuming exogenous regressors:

$$
\begin{equation*}
\Delta g_{i t}=\beta_{b} \Delta b_{i t}+\beta_{k} \Delta k_{i t}+\Delta \lambda_{t}+\Delta \epsilon_{i t} \tag{4.37}
\end{equation*}
$$

Here, we consider the case that $\Delta b_{i t}$ and $\Delta k_{i t}$ are endogenous due to reverse causality. Thus, first-differenced instrumental variable (FDIV) estimation is reported in Table 4.1. $\Delta e n b_{i t}$, the infrastructure capital per labor in two economically neighboring provinces, and lagged values $\Delta k_{i t-2}$ in differenced form are used as instruments for $\Delta b_{i t}$ and $\Delta k_{i t}$. The validity of instruments has been discussed in Feng and Wu (2018). In line with Feng and Wu (2018), after controlling for endogeneity, there is no strong evidence on a large and significant estimate of $\beta_{b}$. In addition, comparisons between columns (2) and (3), and between (4) and (5) also confirm the finding in Table 3.1 of potential cross-region heterogeneity and structural change.

Besides endogeneity, we also consider three other empirical features in various cases: slope heterogeneity, common factors and a common break in

Table 4.1. Output elasticities estimates: Endogenous regressors.

| Dependent variable: Output per labor |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  |  | FD IV |  |  |
| Independent variables <br> Infrastructure per <br> labor | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ |
|  | 0.077 | -0.070 | 0.033 | 0.202 | $-0.202^{* *}$ |
| Noninfrastructure per | $(0.150)$ | $(0.316)$ | $(0.137)$ | $(0.199)$ | $(0.244)$ |
| $\quad$ labor |  | $0.245^{*}$ | $0.286^{* * *}$ | 0.099 | $0.438^{* * *}$ |
|  | $(0.079)$ | $(0.133)$ | $(0.074)$ | $(0.126)$ | $(0.128)$ |
| Regions | All | Noneastern | Eastern | All | All |
| Periods | All | All | All | $1997-2007$ | $2008-2015$ |
| Year effects | Yes | Yes | Yes | Yes | Yes |
| No. of observations | 569 | 322 | 187 | 269 | 240 |
| Overall $R^{2}$ | 0.704 | 0.614 | 0.742 | 0.687 | 0.510 |
| Instruments |  |  | $\Delta e n b_{t}, \Delta k_{t-2}$ |  |  |
| $\quad$ First-stage regression | 0.256 | 0.153 | 0.287 | 0.241 | 0.283 |
| $\quad$ coefficients |  |  |  |  |  |
| First-stage $t$-ratio | $(4.61)$ | $(2.02)$ | $(3.92)$ | $(3.15)$ | $(3.45)$ |

slopes. In Table 4.2, columns (1)-(3) of Panel A consider the case of exogenous regressors, including mean group (MG) estimates without considering unobserved factors in column (1), Pesaran's (2006) CCE mean group (CCEMG) estimates in column (2), CCEMG allowing for a common break in slopes (CCEMG-b) in column (3). Column (1) of Table 4.2 estimates a heterogeneous model to allow for different elasticities across provinces:

$$
\begin{equation*}
\Delta g_{i t}=\beta_{b, i} \Delta b_{i t}+\beta_{k, i} \Delta k_{i t}+\Delta \lambda_{t}+\Delta \epsilon_{i t} \tag{4.38}
\end{equation*}
$$

Pesaran's (2006) CCEMG reported in column (8) of Table 3.1 is included as column (2) of Table 4.2 as a reference, assuming a factor structure in the error $\Delta \epsilon_{i t}=\gamma_{i}^{\prime} f_{t}+\varepsilon_{i t}$ in equation (4.38). Column (3) extends Pesaran's (2006) approach by allowing for a common break $k_{0}$ in the slopes:

$$
\begin{equation*}
\Delta g_{i t}=\beta_{b, i}\left(k_{0}\right) \Delta b_{i t}+\beta_{k, i}\left(k_{0}\right) \Delta k_{i t}+\Delta \lambda_{t}+\Delta \epsilon_{i t}, \Delta \epsilon_{i t}=\gamma_{i}^{\prime} f_{t}+\varepsilon_{i t} \tag{4.39}
\end{equation*}
$$

Compared with the first-difference estimates in column (1) of Table 3.1, CCEMG in column (2) of Table 4.2 accommodates two empirical features: slope heterogeneity and cross-sectional dependence. CCEMG-b in column (3) adds one more feature of parameter structural change to CCEMG in column (2). In column (3) of Table 4.2, using the estimation procedure in Baltagi, Feng and Kao (2016), the estimated common break 2004 splits $\beta_{b}$ and $\beta_{k}$ in two regimes of 1997-2004 and 2005-2015. The CCEMG-b estimates of $\beta_{b}$ and $\beta_{k}$ deviate moderately from their CCEMG counterparts in column (2) of Table 4.2 in different directions.

Columns (4)-(6) of Panel B of Table 4.2 are the IV versions of columns of (1)-(3) of Table 4.2 assuming that $\Delta b_{i t}, \Delta k_{i t}$ are endogenous. MG-IV in column (4) is the IV version of MG without considering unobserved common factors. In the simplified case without unobserved common factors, $Y_{i}=\mathbb{X}_{i}\left(k_{0}\right) b_{i}+\varepsilon_{i}, i=1, \ldots, N$, Baltagi, Feng and Kao (2019) show that the OLS estimator $\hat{k}, b_{i}$ can be consistently estimated by the IV estimator

$$
\hat{b}_{i, I V}(\hat{k})=\left[\mathbb{X}_{i}(\hat{k})^{\prime} P_{\mathbb{Z}_{i}(\hat{k})} \mathbb{X}_{i}(\hat{k})\right]^{-1} \mathbb{X}_{i}(\hat{k})^{\prime} P_{\mathbb{Z}_{i}(\hat{k})} Y_{i}
$$

where the projection matrix $P_{\mathbb{Z}_{i}(\hat{k})}=\mathbb{Z}_{i}(\hat{k})\left[\mathbb{Z}_{i}(\hat{k})^{\prime} \mathbb{Z}_{i}(\hat{k})\right]^{-1} \mathbb{Z}_{i}(\hat{k})^{\prime}$. The crosssectional mean of $b_{i}$ can be consistently estimated by a mean group (called MG-IV) estimator $\frac{1}{N} \sum_{i=1}^{N} \hat{b}_{i, I V}(\hat{k})$. CCEMG-IV in column (5) refers to the estimator (4.36) assuming no break. Column (6) is the IV version of CCEMG with an estimated common break in the slopes. The instruments $\Delta e n b_{i t}, \Delta k_{i t-2}$ are used for the endogenous $\Delta b_{i t}, \Delta k_{i t}$. Compared to the

Table 4.2. Output elasticities estimates: Common factors and common break.

|  | Panel A: exogeneity |  |  |  | Panel B: endogeneity |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MG | CCEMG | CCEMG-b |  | MG-IV | CCEMG-IV | CCEMG-IV-b |  |
| Independent variables | (1) | (2) |  |  | (4) | (5) |  |  |
| Infrastructure per labor | $\begin{gathered} 0.205^{* * *} \\ (0.025) \end{gathered}$ | $\begin{gathered} 0.194^{* * *} \\ (0.023) \end{gathered}$ | $\begin{gathered} 0.252^{* * *} \\ (0.044) \end{gathered}$ | $\begin{gathered} 0.179 * * * \\ (0.036) \end{gathered}$ | $\begin{gathered} 0.156 \\ (0.132) \end{gathered}$ | $\begin{gathered} 0.165 \\ (0.137) \end{gathered}$ | $\begin{aligned} & 0.289^{*} \\ & (0.137) \end{aligned}$ | $\begin{gathered} 0.468 \\ (0.418) \end{gathered}$ |
| Noninfrastructure per labor | $\begin{gathered} 0.361^{* * *} \\ (0.031) \end{gathered}$ | $\begin{gathered} 0.407 * * * \\ (0.037) \end{gathered}$ | $\begin{gathered} 0.386^{* * *} \\ (0.052) \end{gathered}$ | $\begin{gathered} 0.441^{* * *} \\ (0.047) \end{gathered}$ | $\begin{aligned} & 0.231^{*} \\ & (0.149) \end{aligned}$ | $\begin{aligned} & 0.286^{*} \\ & (0.174) \end{aligned}$ | $\begin{gathered} 0.527^{* * *} \\ (0.168) \end{gathered}$ | $\begin{aligned} & -0.370 \\ & (0.597) \end{aligned}$ |
| Periods | All | All | 1997-2004 | 2005-2015 | All | All | 1997-2004 | 2005-2015 |
| Year effects | Yes | Yes | Yes |  | Yes | Yes | Yes |  |
| No. of observations | 569 | 569 | 239 | 330 | 509 | 509 | 179 | 330 |
| Overall $R^{2}$ | 0.65 | 0.72 | 0.78 |  |  |  |  |  |
| Empirical features |  |  |  |  |  |  |  |  |
| Slope heterogeneity | Yes | Yes | Yes |  | Yes | Yes | Yes |  |
| Cross-sectional dependence | No | Yes | Yes |  | No | Yes | Yes |  |
| Structural break | No | No | Yes |  | No | No | Yes |  |
| Endogeneity | No | No | No |  | Yes | Yes | Yes |  |

* and ${ }^{* * *}$ for $10 \%$ and $1 \%$ significance, respectively.

FDIV estimates in column (1) of Table 4.1, the CCEMG-IV estimates in column (5) of Table 4.2 show a positive and significant $\beta_{k}$, but weak evidence on the productivity of infrastructure.

In column (6) of Table 4.2, as suggested by Theorem 1 of Baltagi, Feng and Kao (2019), with endogenous regressors the estimated common break date remains the same as 2004 in column (3). Interestingly, CCEMG-IVb estimates of $\beta_{b}$ and $\beta_{k}$ in the period 1997-2004 are $0.289,0.527$ and significant, but no longer significant in the period 2005-2015. Compared with the case of exogenous regressors in column (3), the IV estimates in column (6) have much bigger standard errors.

To look at the effect of choosing structural break on coefficient estimates, we also use the imposed break date of 2007 as in the subsample estimates in columns (4) and (5) of Table 4.1. In this case, the CCEMG-IV-b estimate of $\beta_{k}$ becomes 0.765 and significant over the period 2008-2015, but the coefficient of $\beta_{b}$ is still insignificant.

This application shows that the proposed panel data model has the advantage of accommodating more empirical features in the data than existing models considered the literature in Panel A of Table 4.2. However, the trade-off seems also pronounced, especially when the endogeneity issue arises. The estimates in Panel B of Table 4.2 become less accurate especially when the sample size is not very big. From this point of view, applied researchers have to strike a balance between model flexibility and data constraints.

### 4.8. Recent Development

In this section, we review other approaches on estimating panel regression models with structural changes in the recent literature. Specifically, we introduce the Lasso-type approaches proposed by Qian and Su (2016), Li, Qian and Su (2016) and Okui and Wang (2018).

To facilitate the discussion, we start with a simple setup of time-series regression with endogenous regressors and multiple structural changes discussed by Qian and Su (2014):

$$
\begin{equation*}
y_{t}=x_{t}^{\prime} \beta_{t}+\varepsilon_{t}, \quad t=1, \ldots, T \tag{4.40}
\end{equation*}
$$

where slopes $\beta_{t}$ vary over time. In this setup, structural breaks in slopes are modeled by time-varying coefficients $\left\{\beta_{1}, \ldots, \beta_{T}\right\}$, and the sequential changes in $\beta_{t}$ are assumed to be sparse. Assume there are $m$ unknown
break points $\mathcal{T}_{m}=\left\{T_{1}, \ldots, T_{m}\right\}$ in slopes that slit the time span into $m+1$ intervals, i.e.,

$$
\begin{equation*}
\beta_{t}=\alpha_{j} \quad \text { for } t=T_{j-1}, \ldots, T_{j}-1 \quad \text { and } \quad j=1, \ldots, m+1 \tag{4.41}
\end{equation*}
$$

with $T_{0}=1$ and $T_{m+1}=T$.
To estimate the number of breaks $m$, break dates $\mathcal{T}_{m}$, Qian and Su (2014) apply the group-fused Lasso approach in a two-step procedure based on a penalized lease squares

$$
\begin{equation*}
\min _{\left\{\beta_{t}\right\}} \frac{1}{T} \sum_{t=1}^{T}\left(y_{t}-x_{t}^{\prime} \beta_{t}\right)^{2}+\lambda \sum_{t=2}^{T}\left\|\beta_{t}-\beta_{t-1}\right\| \tag{4.42}
\end{equation*}
$$

where $\lambda$ is the tuning parameter and $\|\cdot\|$ denotes the Frobenius norm. In Step 1, the break date estimates $\widetilde{\mathcal{T}}_{\hat{m}_{\lambda}}=\left\{\tilde{T}_{1}, \ldots, \tilde{T}_{\hat{m}_{\lambda}}\right\}$ can be obtained by the solution $\left\{\hat{\beta}_{t}\right\}$ to (4.42) such that $\hat{\beta}_{t}=\hat{\beta}_{s}$ for $t, s \in\left[\hat{T}_{j-1}, \hat{T}_{j}-1\right]$ and $\hat{\beta}_{\hat{T}_{j}} \neq \hat{\beta}_{\hat{T}_{j-1}}$ for $j=1, \ldots, \hat{m}_{\lambda}+1$, where $\hat{m}_{\lambda}$ denotes the estimated number of breaks.

Qian and Su (2014) prove that if $\hat{m}_{\lambda}$ is equal to the true number of breaks, $\widetilde{\mathcal{T}}_{\widehat{m}_{\lambda}}$ is consistent under certain assumptions. In addition, given that $\lambda$ is chosen properly by minimizing a BIC-type information criterion, $\hat{m}_{\lambda}$ can be consistently estimated with a probability approaching to one. In Step 2 , regime-specific parameters $\alpha_{m}=\left(\alpha_{1}^{\prime}, \ldots, \alpha_{m+1}^{\prime}\right)^{\prime}$ can be consistently estimated by applying the post-Lasso GMM procedure.

Recently, Qian and Su (2016) extend their work from a time-series regression model to a panel data model with exogenous regressors:

$$
\begin{equation*}
y_{i t}=\mu_{i}+x_{i t}^{\prime} \beta_{t}+u_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T \geq 2, \tag{4.43}
\end{equation*}
$$

where time-varying coefficients $\left\{\beta_{1}, \ldots, \beta_{T}\right\}$ follow the same modeling setup (4.41) with parameters of interest: $\mathcal{T}_{m}=\left\{T_{1}, \ldots, T_{m}\right\}$, number of breaks $m$ and $\alpha_{m}=\left(\alpha_{1}^{\prime}, \ldots, \alpha_{m+1}^{\prime}\right)^{\prime}$. In this panel data model, first differencing is used to remove $\mu_{i}$,

$$
\begin{aligned}
\Delta y_{i t} & =x_{i t}^{\prime} \beta_{t}-x_{i, t-1}^{\prime} \beta_{t-1}+\triangle u_{i t} \\
& =\triangle x_{i t}^{\prime} \beta_{t}+x_{i, t-1}^{\prime}\left(\beta_{t}-\beta_{t-1}\right)+\triangle u_{i t} .
\end{aligned}
$$

As in Qian and Su (2014), a two-step procedure is applied to estimate parameters of interest. In Step 1, a penalized least squares (PLS) is used
to obtain shrinkage estimators of breaks $\widetilde{\mathcal{T}}_{\hat{m}}=\left\{\tilde{T}_{1}, \ldots, \tilde{T}_{\hat{m}_{\lambda}}\right\}$ and $\hat{m}_{\lambda}$ :

$$
\begin{equation*}
\min _{\left\{\beta_{t}\right\}} \frac{1}{n} \sum_{i=1}^{n} \sum_{t=2}^{T}\left(\triangle y_{i t}-x_{i t}^{\prime} \beta_{t}+x_{i, t-1}^{\prime} \beta_{t-1}\right)^{2}+\lambda \sum_{t=2}^{T} \dot{w}_{t}\left\|\beta_{t}-\beta_{t-1}\right\|, \tag{4.44}
\end{equation*}
$$

where $\lambda_{1}$ is the tuning parameter. In this adaptive group-fused lasso (AGFL) approach, weights $\dot{w}_{t}$ are used and treated as known by using preliminary estimates of $\left\{\beta_{t}\right\}$. The new features in this panel data model include transformed equation due to first differencing and additional dimension $\sum_{i=1}^{n}$ due to the data along the cross-sectional dimension.

Similar to the time-series model (4.42), the estimators of breaks $\widetilde{\mathcal{T}}_{\hat{m}}=$ $\left\{\tilde{T}_{1}, \ldots, \tilde{T}_{\hat{m}_{\lambda}}\right\}$ and $\hat{m}_{\lambda}$ are shown to be consistent under certain conditions given that tuning parameter $\lambda$ is carefully chosen. In Step 2, post-Lasso estimation is applied to obtain consistent estimator of slopes $\tilde{\alpha}_{\tilde{m}}^{p}=\tilde{\alpha}_{\tilde{m}}^{p}\left(\widetilde{\mathcal{T}}_{\hat{m}_{\lambda}}\right)=\left\{\hat{\alpha}_{j}\right\}$ for each regime, $j=1, \ldots, \hat{m}+1$, based on $\widetilde{\mathcal{T}}_{\hat{m}_{\lambda}}=\left\{\tilde{T}_{1}, \ldots, \tilde{T}_{\hat{m}_{\lambda}}\right\}$ in Step 1:

$$
\begin{aligned}
& \min _{\alpha_{m}} \frac{1}{n} \sum_{j=1}^{m+1} \sum_{t=T_{j-1}}^{T_{j}-1} \sum_{i=1}^{n}\left(\triangle y_{i t}-\triangle x_{i t}^{\prime} \beta_{t}-x_{i, t-1}^{\prime}\left(\beta_{t}-\beta_{t-1}\right)\right)^{2} \\
& =\min _{\alpha_{m}} \frac{1}{n} \sum_{j=1}^{m+1} \sum_{t=T_{j-1}}^{T_{j}-1} \sum_{i=1}^{n}\left(\triangle y_{i t}-\triangle x_{i t}^{\prime} \alpha_{j}\right)^{2}
\end{aligned}
$$

or

$$
\begin{aligned}
& \min _{\alpha_{m}} \frac{1}{n} \sum_{j=1}^{m+1} \sum_{t=T_{j-1}}^{T_{j}-1} \sum_{i=1}^{n}\left(\triangle y_{i t}-\Delta x_{i t}^{\prime} \alpha_{j}\right)^{2} \\
& \quad+\frac{1}{n} \sum_{j=1}^{m} \sum_{i=1}^{n}\left(\triangle y_{i T_{j}}-x_{i T_{j}}^{\prime} \alpha_{j+1}+x_{i, T_{j}-1}^{\prime} \alpha_{j}\right)^{2}
\end{aligned}
$$

where the second term is used for asymptotic efficiency.
By generalizing the fixed effects $\mu_{i}$ in (4.43) to interactive fixed effects modeled by a factor structure $\lambda_{i}^{\prime} f_{t}$, Li, Qian and Su (2016) extend Bai's (2009) model to the case of multiple breaks in slopes:

$$
\begin{equation*}
y_{i t}=x_{i t}^{\prime} \beta_{t}+\lambda_{i}^{\prime} f_{t}+\varepsilon_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T \tag{4.45}
\end{equation*}
$$

where $\left\{\beta_{1}, \ldots, \beta_{T}\right\}$ follow the same modeling setup (4.41) with break dates $\mathcal{T}_{m}=\left\{T_{1}, \ldots, T_{m}\right\}$, number of breaks $m$ and $\alpha_{m}=\left(\alpha_{1}^{\prime}, \ldots, \alpha_{m+1}^{\prime}\right)^{\prime}$.

Here, $f_{t}$ denote unobserved factors and $\lambda_{i}$ are corresponding loading vectors. To deal with the latent factor structure, a novel penalized principal component (PPC) estimation procedure is introduced:

$$
\begin{equation*}
\min _{\left\{\beta_{t}, f_{t}, \lambda_{i}\right\}} \frac{1}{n T} \sum_{j=1}^{m+1} \sum_{t=T_{j-1}}^{T_{j}-1} \sum_{i=1}^{n}\left(y_{i t}-x_{i t}^{\prime} \beta_{t}-\lambda_{i}^{\prime} f_{t}\right)^{2}+\frac{\lambda}{T} \sum_{t=2}^{T} \dot{w}_{t}\left\|\beta_{t}-\beta_{t-1}\right\| . \tag{4.46}
\end{equation*}
$$

The latent factor structure in (4.46) brings rich empirical features, e.g., cross-sectional dependence, at a cost of additional unknown parameters $\left\{f_{t}, \lambda_{i}\right\}$ to estimate, besides $\left\{\beta_{t}\right\}$ in (4.42) in a time-series setup and in (4.44) in a panel data model. Thus, an iteration procedure similar to Bai's (2009) IPC approach is applied to the first term of estimate $\left\{\beta_{t}, f_{t}, \lambda_{i}\right\}$. Then, the rest procedure falls into the framework of (4.44).

Okui and Wang (2018) consider a group pattern of heterogeneity and structural breaks in slopes in a panel data model:

$$
y_{i t}=x_{i t}^{\prime} \beta_{i, t}+\varepsilon_{i t}, \quad i=1, \ldots, n ; t=1, \ldots, T,
$$

where $\beta_{i, t}$ are group specific and time-varying within the group $g_{i},\left\{\beta_{g, 1}, \ldots, \beta_{g, T}\right\}$, i.e.,

$$
y_{i t}=x_{i t}^{\prime} \beta_{g_{i}, t}+\varepsilon_{i t} .
$$

In this model, slopes $\beta_{g_{i}, t}$ vary across groups and over time. The AGFL approach proposed by Qian and $\mathrm{Su}(2016)$ is applied to estimate the group structure and slopes.

In these Lasso-type papers discussed above, structural breaks in slopes are modeled by time-varying parameters. Compared with the traditional modeling of structural breaks by allowing one or very a few jumps in slopes in time-series literature, this modeling approach is more like a top-down strategy by allowing changes in any time periods with a sparsity restriction. The model flexibility of this top-down strategy could accommodate more empirical features in the data than existing methods, and the phenomenon of structural breaks in slopes is considered as $a$ model among a set of models dependent on values of model parameters. In this way, identifying structural breaks and parameters is equivalent to a model selection procedure, and shrinkage or Lasso approaches are thus applied to estimate slope parameters, break dates, and number of breaks all together.

Compared with the traditional structural break literature, the Lassotype approaches have been proved to be more flexible in modeling, but,
at a cost of being less straightforward to implement the proposed estimation procedures. In addition, the consistency of Lasso estimators of breaks and slope parameters depends on a proper choice of tuning parameters, which requires certain conditions. In empirical studies, it seems unclear whether the required conditions are guaranteed.

### 4.9. Technical Details

This section provides technical details required to prove the main findings above. Since the panel data model (4.6) considered here includes the timeseries model in Bai (1997a) as a special case of $n=1$, it can be shown similarly that $\hat{k}-k_{0}=O_{p}(1)$. In the proofs that follow, we assume $\hat{k}-k_{0}$ is stochastically bounded. With more information along the cross-sectional dimension under the common break assumption, we further show that $\hat{k}-$ $k_{0} \xrightarrow{p} 0$ as $(n, T) \rightarrow \infty$.

For $i=1, \ldots, n$, let $\mathrm{SSR}_{i}$ be the sum of squared residuals of regressing $Y_{i}$ on $X_{i}$ in case there is no break, i.e., $Z_{2 i}(k)=0_{T \times q}$. Using the identity

$$
\begin{aligned}
\operatorname{SSR}_{i}-\operatorname{SSR}_{i}(k)= & {\left[Y_{i}-X_{i} \hat{\beta}_{i}(k)-Z_{2 i}(k) \hat{\delta}_{i}(k)\right]^{\prime}\left[Y_{i}-X_{i} \hat{\beta}_{i}(k)-Z_{2 i}(k) \hat{\delta}_{i}(k)\right] } \\
& -\left[Y_{i}-X_{i} \hat{\beta}_{i}(k)\right]^{\prime}\left[Y_{i}-X_{i} \hat{\beta}_{i}(k)\right] \\
= & \hat{\delta}_{i}(k)^{\prime}\left[Z_{2 i}(k)^{\prime} M_{i} Z_{2 i}(k)\right] \hat{\delta}_{i}(k)
\end{aligned}
$$

with $M_{i}=I-X_{i}\left(X_{i}^{\prime} X_{i}\right)^{-1} X_{i}^{\prime}$,

$$
\begin{aligned}
\hat{k} & =\arg \min _{1 \leq k \leq T-1} \sum_{i=1}^{n} \operatorname{SSR}_{i}(k)=\arg \max _{1 \leq k \leq T-1} \sum_{i=1}^{n} S V_{i}(k) \\
& =\arg \max _{1 \leq k \leq T-1} \sum_{i=1}^{n}\left[S V_{i}(k)-S V_{i}\left(k_{0}\right)\right],
\end{aligned}
$$

where $S V_{i}(k)=\hat{\delta}_{i}(k)^{\prime}\left[Z_{2 i}(k)^{\prime} M_{i} Z_{2 i}(k)\right] \hat{\delta}_{i}(k)$. Note that $S V_{i}\left(k_{0}\right)=$ $\hat{\delta}_{i}\left(k_{0}\right)^{\prime}\left[Z_{0 i}^{\prime} M_{i} Z_{0 i}\right] \hat{\delta}_{i}\left(k_{0}\right)$ is not a function of $k$.

To prove Theorem 4.1, $\sum_{i=1}^{n}\left[S V_{i}(k)-S V_{i}\left(k_{0}\right)\right]$ can be decomposed into a deterministic part and a stochastic one. Partitioned regression gives

$$
\hat{\delta}_{i}(k)=\left[Z_{2 i}(k)^{\prime} M_{i} Z_{2 i}(k)\right]^{-1} Z_{2 i}(k)^{\prime} M_{i} Y_{i}, \quad i=1, \ldots, n .
$$

Substituting $Y_{i}=X_{i} \beta_{i}+Z_{0 i} \delta_{i}+\varepsilon_{i}$ into the equation above, we obtain

$$
\begin{aligned}
\hat{\delta}_{i}(k)= & {\left[Z_{2 i}(k)^{\prime} M_{i} Z_{2 i}(k)\right]^{-1} Z_{2 i}(k)^{\prime} M_{i} Z_{0 i} \delta_{i} } \\
& +\left[Z_{2 i}(k)^{\prime} M_{i} Z_{2 i}(k)\right]^{-1} Z_{2 i}(k)^{\prime} M_{i} \varepsilon_{i}
\end{aligned}
$$

and $\hat{\delta}_{i}\left(k_{0}\right)=\delta_{i}+\left(Z_{0 i}^{\prime} M_{i} Z_{0 i}\right)^{-1} Z_{0 i}{ }^{\prime} M_{i} \varepsilon_{i}$.
To simplify notation, $k$ is suppressed in $\hat{\delta}_{i}(k)$ and $Z_{2 i}(k)$ when no confusion arises. Since

$$
\begin{aligned}
S V_{i}(k)= & \hat{\delta}_{i}^{\prime}\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right) \hat{\delta}_{i} \\
= & \delta_{i}^{\prime}\left(Z_{0 i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1}\left(Z_{2 i}^{\prime} M_{i} Z_{0 i}\right) \delta_{i} \\
& +2 \delta_{i}^{\prime}\left(Z_{0 i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i} \\
& +\varepsilon_{i}^{\prime} M_{i} Z_{2 i}\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i},
\end{aligned}
$$

it follows that

$$
\begin{align*}
& S V_{i}(k)-S V_{i}\left(k_{0}\right) \\
&=-\delta_{i}^{\prime}\left[\left(Z_{0 i}^{\prime} M_{i} Z_{0 i}\right)-\left(Z_{0 i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1}\left(Z_{2 i}^{\prime} M_{i} Z_{0 i}\right)\right] \delta_{i}  \tag{4.47}\\
&+2 \delta_{i}^{\prime}\left(Z_{0 i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i}-2 \delta_{i}^{\prime} Z_{0 i}^{\prime} M_{i} \varepsilon_{i}  \tag{4.48}\\
&+\varepsilon_{i}^{\prime} M_{i} Z_{2 i}\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i}-\varepsilon_{i}^{\prime} M_{i} Z_{0 i}\left(Z_{0 i}^{\prime} M_{i} Z_{0 i}\right)^{-1} Z_{0 i}^{\prime} M_{i} \varepsilon_{i} . \tag{4.49}
\end{align*}
$$

The deterministic part is denoted by

$$
\begin{equation*}
J_{1 i}(k)=\delta_{i}^{\prime}\left[\left(Z_{0 i}^{\prime} M_{i} Z_{0 i}\right)-\left(Z_{0 i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1}\left(Z_{2 i}^{\prime} M_{i} Z_{0 i}\right)\right] \delta_{i}, \tag{4.50}
\end{equation*}
$$

and the stochastic part is denoted by

$$
\begin{aligned}
J_{2 i}(k)= & 2 \delta_{i}^{\prime}\left(Z_{0 i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i} \\
& -2 \delta_{i}^{\prime} Z_{0 i}^{\prime} M_{i} \varepsilon_{i}+\varepsilon_{i}^{\prime} M_{i} Z_{2 i}\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i} \\
& -\varepsilon_{i}^{\prime} M_{i} Z_{0 i}\left(Z_{0 i}^{\prime} M_{i} Z_{0 i}\right)^{-1} Z_{0 i}^{\prime} M_{i} \varepsilon_{i} .
\end{aligned}
$$

Thus $S V_{i}(k)-S V_{i}\left(k_{0}\right)=-J_{1 i}(k)+J_{2 i}(k)$ and

$$
\begin{aligned}
\hat{k} & =\arg \max _{1 \leq k \leq T-1} \sum_{i=1}^{n}\left[S V_{i}(k)-S V_{i}\left(k_{0}\right)\right] \\
& =\arg \max _{1 \leq k \leq T-1}\left[-\sum_{i=1}^{n} J_{1 i}(k)+\sum_{i=1}^{n} J_{2 i}(k)\right] .
\end{aligned}
$$

Define

$$
X_{\Delta i}= \begin{cases}X_{2 i}-X_{0 i}=\left(0, \ldots, 0, x_{i, k+1}, \ldots, x_{i, k_{0}}, 0, \ldots, 0\right)^{\prime} & \text { for } k<k_{0} \\ -\left(X_{2 i}-X_{0 i}\right)=\left(0, \ldots, 0, x_{i, k_{0}+1}, \ldots, x_{i, k}, 0, \ldots, 0\right)^{\prime} & \text { for } k \geq k_{0}\end{cases}
$$

and $Z_{\Delta i}$ can be defined similarly.
For a finite large number $C_{k}$ and arbitrarily small positive number $a<\tau_{0}$, define the set $K\left(C_{k}\right)=\left\{k: 1 \leq\left|k-k_{0}\right|<C_{k}, a T<k<(1-a) T\right\}$. Since $\hat{k}-k_{0}$ is stochastically bounded, we only consider the values of $k$ that belong to set $K\left(C_{k}\right)$.

Let $\lambda_{1}(k)$ be the minimum eigenvalue of $\frac{1}{n} \sum_{i=1}^{n} R^{\prime}\left(X_{\Delta i}^{\prime} X_{\Delta i}\right) R$. Define $\lambda_{1}=\min _{k \in K\left(C_{k}\right)} \lambda_{1}(k)$. Under Assumption 4.5, $\lambda_{1}(k)>0$ and $\lambda_{1}>0$.

Lemma 4.1. Under Assumptions 4.1-4.7, for all large $n$ and $T$, with probability tending to 1 ,

$$
\inf _{K\left(C_{k}\right)} \sum_{i=1}^{n} J_{1 i}(k) \geq \lambda_{1} \phi_{N}
$$

This lemma is similar to Lemma A. 2 in Bai (1997a).
Lemma 4.2. Under Assumptions 4.1-4.7, uniformly on $K\left(C_{k}\right)$,
(i) $\sum_{i=1}^{n} \delta_{i}^{\prime} Z_{\Delta i}^{\prime} \varepsilon_{i}=O_{p}\left(\sqrt{\phi_{N}}\right)$;
(ii) $\frac{1}{\sqrt{T}} \sum_{i=1}^{n} \delta_{i}^{\prime} Z_{\Delta i}^{\prime} X_{i}\left(\frac{X_{i}^{\prime} X_{i}}{T}\right)^{-1} \frac{X_{i}^{\prime} \varepsilon_{i}}{\sqrt{T}}=O_{p}\left(\sqrt{\frac{\phi_{N}}{T}}\right)$;
(iii) $\frac{1}{\sqrt{T}} \sum_{i=1}^{n} \delta_{i}^{\prime}\left(Z_{\Delta i}^{\prime} M_{i} Z_{2 i}\right)\left(\frac{Z_{2 i}^{\prime} M_{i} Z_{2 i}}{T}\right)^{-1} \frac{Z_{2 i}^{\prime} M_{i} \varepsilon_{i}}{\sqrt{T}}=O_{p}\left(\sqrt{\frac{\phi_{N}}{T}}\right)$;
(iv) $\frac{1}{T} \sum_{i=1}^{n} \varepsilon_{i}^{\prime} M_{i} Z_{\Delta i}\left(\frac{Z_{2 i}^{\prime} M_{i} Z_{2 i}}{T}\right)^{-1} Z_{\Delta i}^{\prime} M_{i} \varepsilon_{i}=O_{p}\left(\frac{n}{T}\right)$;
(v) $\frac{1}{T} \sum_{i=1}^{n} \varepsilon_{i}^{\prime} M_{i} Z_{0 i}\left(\frac{Z_{2 i}^{\prime} M_{i} Z_{2 i}}{T}\right)^{-1} Z_{\Delta i}^{\prime} M_{i} \varepsilon_{i}=O_{p}\left(\frac{n}{T}\right)+O_{p}\left(\sqrt{\frac{n}{T}}\right)$;
(vi) $\sum_{i=1}^{n} \frac{\varepsilon_{i}^{\prime} M_{i} Z_{0 i}}{\sqrt{T}}\left[\left(\frac{Z_{2 i}^{\prime} M_{i} Z_{2 i}}{T}\right)^{-1}-\left(\frac{Z_{0 i}^{\prime} M_{i} Z_{0 i}}{T}\right)^{-1}\right] \frac{Z_{0 i}^{\prime} M_{i} \varepsilon_{i}}{\sqrt{T}}=O_{p}\left(\frac{n}{T}\right)$.

Proof of Lemma 4.2. (i) Under Assumption 4.3, for large $n$,

$$
\operatorname{Var}\left(\sum_{i=1}^{n} \delta_{i}^{\prime} Z_{\Delta i}^{\prime} \varepsilon_{i}\right)=\sum_{i=1}^{n} \delta_{i}^{\prime} Z_{\Delta i}^{\prime} \Sigma_{\varepsilon, i} Z_{\Delta i} \delta_{i}
$$

It can be shown equal to $O\left(\phi_{N}\right)$ under Assumptions 4.4-4.7, implying $\sum_{i=1}^{n} \delta_{i}^{\prime} Z_{\Delta i}^{\prime} \varepsilon_{i}=O_{p}\left(\sqrt{\phi_{N}}\right)$ on $K\left(C_{k}\right)$.

The proofs of Lemma 4.2(ii)-(vi) are similar.

With these lemmas, we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. To prove $\lim _{(N, T) \rightarrow \infty} P\left(\hat{k}=k_{0}\right)=1$, it is equivalent to show that, for any given $\epsilon>0$, for both large $T$ and $n$, $P\left(\left|\hat{k}-k_{0}\right| \geq 1\right)<\epsilon$. It is sufficient to show that $P\left(\sup _{K\left(C_{k}\right)} \sum_{i=1}^{n}\left[S V_{i}(k)-\right.\right.$ $\left.\left.S V_{i}\left(k_{0}\right)\right] \geq 0\right)<\epsilon$, or

$$
P\left(\sup _{K\left(C_{k}\right)}\left|\sum_{i=1}^{n} J_{2 i}(k)\right| \geq \inf _{K\left(C_{k}\right)} \sum_{i=1}^{n} J_{1 i}(k)\right)<\epsilon .
$$

By Lemma 4.1, it suffices to show $P\left(\sup _{K\left(C_{k}\right)} \frac{1}{\phi_{N}}\left|\sum_{i=1}^{n} J_{2 i}(k)\right| \geq \lambda_{1}\right)<\epsilon$. For any $k \in K\left(C_{k}\right)$,

$$
\begin{aligned}
\left|\sum_{i=1}^{n} J_{2 i}(k)\right| \leq & \left|\sum_{i=1}^{n}\left[2 \delta_{i}^{\prime}\left(Z_{0 i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i}-2 \delta_{i}^{\prime} Z_{0 i}^{\prime} M_{i} \varepsilon_{i}\right]\right| \\
& +\mid \sum_{i=1}^{n}\left[\varepsilon_{i}^{\prime} M_{i} Z_{2 i}\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i}\right. \\
& \left.\quad-\varepsilon_{i}^{\prime} M_{i} Z_{0 i}\left(Z_{0 i}^{\prime} M_{i} Z_{0 i}\right)^{-1} Z_{0 i}^{\prime} M_{i} \varepsilon_{i}\right] \mid
\end{aligned}
$$

Consider the first term, $Z_{2 i}=Z_{0 i}+Z_{\Delta i}$ for $k<k_{0}$,

$$
\begin{aligned}
& \left|\sum_{i=1}^{n}\left[2 \delta_{i}^{\prime}\left(Z_{0 i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i}-2 \delta_{i}^{\prime} Z_{0 i}^{\prime} M_{i} \varepsilon_{i}\right]\right| \\
& =\left|\sum_{i=1}^{n}\left[2 \delta_{i}^{\prime} Z_{\Delta i}^{\prime} M_{i} \varepsilon_{i}-2 \delta_{i}^{\prime}\left(Z_{\Delta i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i}\right]\right| \\
& \leq 2\left|\sum_{i=1}^{n} \delta_{i}^{\prime} Z_{\Delta i}^{\prime} \varepsilon_{i}\right|+\frac{2}{\sqrt{T}}\left|\sum_{i=1}^{n} \delta_{i}^{\prime} Z_{\Delta i}^{\prime} X_{i}\left(\frac{X_{i}^{\prime} X_{i}}{T}\right)^{-1} \frac{X_{i}^{\prime} \varepsilon_{i}}{\sqrt{T}}\right| \\
& \quad+\frac{2}{\sqrt{T}}\left|\sum_{i=1}^{n} \delta_{i}^{\prime}\left[\left(Z_{\Delta i}^{\prime} M_{i} Z_{2 i}\right)\left(\frac{Z_{2 i}^{\prime} M_{i} Z_{2 i}}{T}\right)^{-1} \frac{Z_{2 i}^{\prime} M_{i} \varepsilon_{i}}{\sqrt{T}}\right]\right|
\end{aligned}
$$

By (i), (ii) and (iii) of Lemma 4.2, the first term

$$
\begin{equation*}
\left|\sum_{i=1}^{n}\left[2 \delta_{i}^{\prime}\left(Z_{0 i}^{\prime} M_{i} Z_{2 i}\right)\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i}-2 \delta_{i}^{\prime} Z_{0 i}^{\prime} M_{i} \varepsilon_{i}\right]\right|=O_{p}\left(\sqrt{\phi_{N}}\right) \tag{4.51}
\end{equation*}
$$

Now consider the second term

$$
\begin{aligned}
& \left|\sum_{i=1}^{n}\left[\varepsilon_{i}^{\prime} M_{i} Z_{2 i}\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i}-\varepsilon_{i}^{\prime} M_{i} Z_{0 i}\left(Z_{0 i}^{\prime} M_{i} Z_{0 i}\right)^{-1} Z_{0 i}^{\prime} M_{i} \varepsilon_{i}\right]\right| \\
& \quad \leq \frac{1}{T}\left|\sum_{i=1}^{n} \varepsilon_{i}^{\prime} M_{i} Z_{\Delta i}\left(\frac{Z_{2 i}^{\prime} M_{i} Z_{2 i}}{T}\right)^{-1} Z_{\Delta i}^{\prime} M_{i} \varepsilon_{i}\right| \\
& \quad+2 \frac{1}{\sqrt{T}}\left|\sum_{i=1}^{n} \frac{\varepsilon_{i}^{\prime} M_{i} Z_{0 i}}{\sqrt{T}}\left(\frac{Z_{2 i}^{\prime} M_{i} Z_{2 i}}{T}\right)^{-1} Z_{\Delta i}^{\prime} M_{i} \varepsilon_{i}\right| \\
& \quad+\left|\sum_{i=1}^{n} \frac{\varepsilon_{i}^{\prime} M_{i} Z_{0 i}}{\sqrt{T}}\left[\left(\frac{Z_{2 i}^{\prime} M_{i} Z_{2 i}}{T}\right)^{-1}-\left(\frac{Z_{0 i}^{\prime} M_{i} Z_{0 i}}{T}\right)^{-1}\right] \frac{Z_{0 i}^{\prime} M_{i} \varepsilon_{i}}{\sqrt{T}}\right|
\end{aligned}
$$

Similarly, by (iv), (v) and (vi) of Lemma 4.2, the second term

$$
\begin{align*}
& \left|\sum_{i=1}^{N}\left[\varepsilon_{i}^{\prime} M_{i} Z_{2 i}\left(Z_{2 i}^{\prime} M_{i} Z_{2 i}\right)^{-1} Z_{2 i}^{\prime} M_{i} \varepsilon_{i}-\varepsilon_{i}^{\prime} M_{i} Z_{0 i}\left(Z_{0 i}^{\prime} M_{i} Z_{0 i}\right)^{-1} Z_{0 i}^{\prime} M_{i} \varepsilon_{i}\right]\right| \\
& \quad=O_{p}\left(\frac{n}{T}\right)+O_{p}\left(\sqrt{\frac{n}{T}}\right) \tag{4.52}
\end{align*}
$$

Combining (4.51) and (4.52), we obtain

$$
\begin{aligned}
\frac{1}{\phi_{N}}\left|\sum_{i=1}^{n} J_{2 i}(k)\right| & =\frac{1}{\phi_{N}}\left[O_{p}\left(\sqrt{\phi_{N}}\right)+O_{p}\left(\frac{n}{T}\right)+O_{p}\left(\sqrt{\frac{n}{T}}\right)\right] \\
& =O_{p}\left(\frac{1}{\sqrt{\phi_{N}}}\right)+\frac{1}{\phi_{N}}\left[O_{p}\left(\frac{n}{T}\right)+O_{p}\left(\sqrt{\frac{n}{T}}\right)\right]
\end{aligned}
$$

Under Assumption 4.2, $\frac{1}{\phi_{N}}\left|\sum_{i=1}^{n} J_{2 i}(k)\right|$ vanishes for any $k \in K\left(C_{k}\right)$, so does its maximum.

Proof of Theorem 4.2. Compared with (4.8) of Model 1, equation (4.21) of Model 2 has the same form using transformed data $\left\{\tilde{Y}_{i}, \tilde{X}_{i}, i=1, \ldots, n\right\}$, except for the additional term $M_{w} F \gamma_{i}$. The focus of the proof of Theorem 4.2 is on showing that $M_{w} F \gamma_{i}$ can be ignored asymptotically as $(n, T) \rightarrow \infty$.

For $i=1, \ldots, n$, let $\widetilde{\operatorname{SSR}}_{i}$ be the sum of squared residuals of regressing $\tilde{Y}_{i}$ on $\tilde{X}_{i}$ alone. Using the identity $\widetilde{\mathrm{SSR}}_{i}-\widetilde{\mathrm{SSR}}_{i}(k)=$ $\tilde{\delta}_{i}(k)^{\prime}\left[\tilde{Z}_{2 i}(k)^{\prime} \tilde{M}_{i} \tilde{Z}_{2 i}(k)\right] \tilde{\delta}_{i}(k)$ with $\tilde{M}_{i}=I-\tilde{X}_{i}\left(\tilde{X}_{i}^{\prime} \tilde{X}_{i}\right)^{-1} \tilde{X}_{i}^{\prime}$, we obtain

$$
\begin{aligned}
\tilde{k} & =\arg \min _{1 \leq k \leq T-1} \sum_{i=1}^{n} \widetilde{\operatorname{SSR}}_{i}(k)=\arg \max _{1 \leq k \leq T-1} \sum_{i=1}^{n} \widetilde{S V}_{i}(k) \\
& =\arg \max _{1 \leq k \leq T-1} \sum_{i=1}^{n}\left[\widetilde{S V}_{i}(k)-\widetilde{S V}_{i}\left(k_{0}\right)\right],
\end{aligned}
$$

where $\widetilde{S V}_{i}(k)=\tilde{\delta}_{i}(k)^{\prime}\left[\tilde{Z}_{2 i}(k)^{\prime} \tilde{M}_{i} \tilde{Z}_{2 i}(k)\right] \tilde{\delta}_{i}(k)$.
Partitioned regression gives

$$
\tilde{\delta}_{i}(k)=\left[\tilde{Z}_{2 i}(k)^{\prime} \tilde{M}_{i} \tilde{Z}_{2 i}(k)\right]^{-1} \tilde{Z}_{2 i}(k)^{\prime} \tilde{M}_{i} \tilde{Y}_{i} .
$$

Substituting $\tilde{Y}_{i}=\tilde{X}_{i} \beta_{i}+\tilde{Z}_{0 i} \delta_{i}+\tilde{\varepsilon}_{i}^{0}$ into the equation above, we obtain

$$
\begin{aligned}
\tilde{\delta}_{i}(k)= & {\left[\tilde{Z}_{2 i}(k)^{\prime} \tilde{M}_{i} \tilde{Z}_{2 i}(k)\right]^{-1} \tilde{Z}_{2 i}(k)^{\prime} \tilde{M}_{i} \tilde{Z}_{0 i} \delta_{i} } \\
& +\left[\tilde{Z}_{2 i}(k)^{\prime} \tilde{M}_{i} \tilde{Z}_{2 i}(k)\right]^{-1} \tilde{Z}_{2 i}(k)^{\prime} \tilde{M}_{i} \tilde{\varepsilon}_{i}^{0}
\end{aligned}
$$

and $\tilde{\delta}_{i}\left(k_{0}\right)=\delta_{i}+\left(\tilde{Z}_{0 i}^{\prime} \tilde{M}_{i} \tilde{Z}_{0 i}\right)^{-1} \tilde{Z}_{0 i}{ }^{\prime} \tilde{M}_{i} \tilde{\varepsilon}_{i}^{0}$.
The rest of proof can proceed in the same way as that of Theorem 4.1 using the new notations with " "". Note that there is an additional term $M_{w} F \gamma_{i}$ in $\tilde{\varepsilon}_{i}^{0}=M_{w} F \gamma_{i}+\tilde{\varepsilon}_{i}$ in Model 2. In what follows, we show that each element of $M_{w} F \gamma_{i}$ is of order $O_{p}\left(\frac{1}{\sqrt{n}}\right)$, which implies that $\tilde{\varepsilon}_{i}^{0}$ behaves as $\varepsilon_{i}$ as in Model 1 asymptotically as $n \rightarrow \infty$.

To examine the effect of this extra term on the estimated $\tilde{k}$ and $\tilde{b}_{i}$, we introduce some new matrix notation. Since $x_{i t}=\Gamma_{i}^{\prime} f_{t}+v_{i t}$ in (4.3), we write

$$
\underset{T \times p}{X_{i}}=\underset{T \times m m \times p}{F} \underset{T \times p}{\Gamma_{i}}+\underset{T}{V_{i}},
$$

where $V_{i}=\left(v_{i 1}, \ldots, v_{i T}\right)^{\prime}$. Denote $F_{0}=\left(0, \ldots, 0, f_{k_{0}+1}, \ldots, f_{T}\right)^{\prime}$ and $V_{0 i}=$ $\left(0, \ldots, 0, v_{i, k_{0}+1}, \ldots, v_{i, T}\right)^{\prime}$. Thus,

$$
\begin{aligned}
X_{0 i} & =\left(0, \ldots, 0, x_{i, k_{0}+1}, \ldots, x_{i, T}\right)^{\prime} \\
& =\left(0, \ldots, 0, \Gamma_{i}^{\prime} f_{k_{0}+1}+v_{i, k_{0}+1}, \ldots, \Gamma_{i}^{\prime} f_{T}+v_{i, T}\right)^{\prime} \\
& =F_{0} \Gamma_{i}+V_{0 i} .
\end{aligned}
$$

For the error term (4.18), denote

$$
\begin{aligned}
\bar{u}_{t}= & \binom{\bar{\varepsilon}_{t}+\sum_{i=1}^{n} \theta_{i} v_{i t}^{\prime} \beta_{i}}{\bar{v}_{t}} \\
\Delta \bar{u}_{t}\left(k_{0}\right) & = \begin{cases}\binom{0}{0}, & t=1, \ldots, k_{0} \\
\binom{\sum_{i=1}^{n} \theta_{i} v_{i t}^{\prime} R \delta_{i}}{0}, & t=k_{0}+1, \ldots, T\end{cases}
\end{aligned}
$$

Thus, $\bar{u}_{t}\left(k_{0}\right)=\sum_{i=1}^{n} \theta_{i} u_{i t}\left(k_{0}\right)=\bar{u}_{t}+\Delta \bar{u}_{t}\left(k_{0}\right)$. Denote $\bar{U}=\left(\bar{u}_{1}, \ldots, \bar{u}_{T}\right)^{\prime}$ and

$$
\Delta \bar{U}\left(k_{0}\right)=\left(\binom{0}{0}, \ldots,\binom{0}{0},\binom{\sum_{i=1}^{n} \theta_{i} v_{i, k_{0}+1}^{\prime} R \delta_{i}}{0}, \ldots,\binom{\sum_{i=1}^{n} \theta_{i} v_{i, T}^{\prime} R \delta_{i}}{0}\right)^{\prime}
$$

Thus, stacking cross-sectional averages $\bar{w}_{t}=\bar{C}\left(k_{0}\right)^{\prime} f_{t}+\bar{u}_{t}\left(k_{0}\right)$, we obtain

$$
\begin{aligned}
\underset{T \times(p+1)}{\bar{W}} & =\left(\bar{w}_{1}, \ldots, \bar{w}_{k_{0}}, \bar{w}_{k_{0}+1}, \ldots, \bar{w}_{T}\right)^{\prime} \\
& =\left(\bar{C}_{1}^{\prime} f_{1}+\bar{u}_{1}, \ldots, \bar{C}_{1}^{\prime} f_{k_{0}}+\bar{u}_{k_{0}}, \bar{C}_{2}^{\prime} f_{k_{0}+1}+\bar{u}_{k_{0}+1}, \ldots, \bar{C}_{2}^{\prime} f_{T}+\bar{u}_{T}\right)^{\prime} \\
& =F \bar{C}_{1}+F_{0}\left(\bar{C}_{2}-\bar{C}_{1}\right)+\bar{U}+\Delta \bar{U}\left(k_{0}\right) .
\end{aligned}
$$

Denote

$$
\underset{T \times 2 m}{\mathbb{F}}=\left(F, F_{0}\right), \underset{2 m \times(p+1)}{\overline{\mathbb{C}}}=\left(\bar{C}_{1}^{\prime},\left(\bar{C}_{2}-\bar{C}_{1}\right)^{\prime}\right)^{\prime} \text { and } \underset{T \times(p+1)}{\overline{\mathbb{U}}}=\bar{U}+\Delta \bar{U}\left(k_{0}\right) .
$$

Therefore,

$$
\begin{equation*}
\bar{W}=\mathbb{F} \overline{\mathbb{C}}+\overline{\mathbb{U}} \tag{4.53}
\end{equation*}
$$

With this notation, we obtain lemmas, which can be proved similarly to Lemmas 1-3 in Pesaran (2006).

Lemma 4.3. Under Assumptions 4.1, 4.2, 4.8-4.15, uniformly on $K\left(C_{k}\right)$,
(i) $\bar{u}_{t}=O_{p}\left(\frac{1}{\sqrt{n}}\right), \Delta \bar{u}_{t}\left(k_{0}\right)=O_{p}\left(\frac{1}{\sqrt{n}}\right)$;
(ii) $\frac{1}{T} \bar{U}^{\prime} \overline{\mathbb{U}}=O_{p}\left(\frac{1}{n}\right) ; \frac{1}{T} \mathbb{F}^{\prime} \overline{\mathbb{U}}=O_{p}\left(\frac{1}{\sqrt{n T}}\right), \frac{1}{T} V_{i}^{\prime} \mathbb{F}=O_{p}\left(\frac{1}{\sqrt{T}}\right)$;
(iii) $\frac{1}{T} V_{i}^{\prime} \overline{\mathbb{U}}=O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right), \frac{1}{T} \varepsilon_{i}^{\prime} \overline{\mathbb{U}}=O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right), \frac{1}{T} V_{0 i}^{\prime} \overline{\mathbb{U}}=$ $O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right) ;$
(iv) $\frac{1}{T} X_{i}^{\prime} \overline{\mathrm{U}}=O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right) ; \frac{1}{T} X_{0 i}^{\prime} \overline{\mathbb{U}}=O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)$.

Lemma 4.4. Under Assumptions 4.1, 4.2, 4.8-4.15, uniformly on $K\left(C_{k}\right)$,
(i) $\frac{1}{T} \mathbb{F}^{\prime} \mathbb{F}=O_{p}(1) ; \frac{1}{T} \mathbb{F}^{\prime} F=O_{p}(1)$;
(ii) $\frac{1}{T} X_{i}^{\prime} \mathbb{F}=O_{p}(1) ; \frac{1}{T} \mathbb{X}_{i}(k)^{\prime} \mathbb{F}=O_{p}(1)$.

Proof. Item (i) is obvious by Assumption 4.8.
(ii) Since $X_{i}=F \Gamma_{i}+V_{i}=\left(F, F_{0}\right)\left(\Gamma_{i}^{\prime}, 0\right)^{\prime}+V_{i}, \frac{1}{T} X_{i}^{\prime} \mathbb{F}$ can be written as $\left(\Gamma_{i}^{\prime}, 0\right)\left(\frac{1}{T} \mathbb{F}^{\prime} \mathbb{F}\right)+\frac{1}{T} V_{i}^{\prime} \mathbb{F}$. By (i) and Lemma 4.3(iv), $\frac{1}{T} X_{i}^{\prime} \mathbb{F}=O_{p}(1)$. Similarly, $\frac{1}{T} \mathbb{X}_{i}(k)^{\prime} \mathbb{F}=O_{p}(1)$.

With Lemmas 4.3 and 4.4, we are ready to establish the property of the $T \times m$ matrix $M_{w} F \gamma_{i}$, which will be frequently used in the derivations below. Denote

$$
\begin{aligned}
\underset{(p+1) \times(p+1)}{E} & =\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \overline{\mathbb{U}}+\frac{1}{T} \overline{\mathbb{U}} \overline{\mathbb{F}}^{\prime} \overline{\mathbb{C}}+\frac{1}{T} \overline{\mathbb{U}}^{\prime} \overline{\mathbb{U}} \\
\underset{(p+1) \times(p+1)}{f(E)} & =\sum_{k=1}^{\infty}(-1)^{k+1}\left[\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1} E\right]^{k}\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}
\end{aligned}
$$

By Lemma 4.4(v), $E=O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)$, thus $f(E)=O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)$. In addition, denote

$$
\begin{equation*}
\underset{2 m \times m}{D_{1}}=-\overline{\mathbb{C}} f(E) \overline{\mathbb{C}}^{\prime} \frac{\mathbb{F}^{\prime} F}{T}+\overline{\mathbb{C}}\left[\left(\overline{\mathbb{C}}^{\prime} \frac{\mathbb{F}^{\prime} \mathbb{F}}{T} \overline{\mathbb{C}}\right)^{-1}+f(E)\right] \frac{\overline{\mathbb{U}}^{\prime} F}{T} \tag{4.54}
\end{equation*}
$$

and

$$
\begin{equation*}
\underset{(p+1) \times m}{D_{2}}=-\left[\left(\overline{\mathbb{C}}^{\prime} \frac{\mathbb{F}^{\prime} \mathbb{F}}{T} \overline{\mathbb{C}}\right)^{-1}+f(E)\right]\left(\overline{\mathbb{C}}^{\prime} \frac{\mathbb{F}^{\prime} F}{T}+\frac{\overline{\mathbb{U}}^{\prime} F}{T}\right) \tag{4.55}
\end{equation*}
$$

Since $\overline{\mathbb{C}}=O(1), \frac{\mathbb{F}^{\prime} F}{T}$ and $\frac{\mathbb{F}^{\prime} \mathbb{F}}{T}$ are $O_{p}(1), f(E)=O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)$, and $\frac{\overline{\mathbb{U}}^{\prime} F}{T}=O_{p}\left(\frac{1}{\sqrt{n T}}\right)$,

$$
\begin{aligned}
D_{1}= & O_{p}(1)\left[O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)\right] O_{p}(1) \\
& +O_{p}(1)\left[O_{p}(1)+O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)\right] O_{p}\left(\frac{1}{\sqrt{n T}}\right) \\
= & O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
D_{2} & =\left[O_{p}(1)+O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)\right]\left[O_{p}(1)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)\right] \\
& =O_{p}(1)
\end{aligned}
$$

Lemma 4.5. Under Assumptions 4.1, 4.2, 4.8-4.15, uniformly on $K\left(C_{k}\right)$,

$$
M_{w} F \gamma_{i}=\mathbb{F} D_{1} \gamma_{i}+\overline{\mathbb{U}} D_{2} \gamma_{i}
$$

By Lemma 4.3(i) where each element of $\overline{\mathbb{U}}$ is $O_{p}\left(\frac{1}{\sqrt{n}}\right)$, each element of $M_{w} F \gamma_{i}$ is of order $O_{p}\left(\frac{1}{\sqrt{n}}\right)$.

Proof. Plugging in (4.53), we obtain

$$
\begin{aligned}
\frac{1}{T} \bar{W}^{\prime} \bar{W} & =\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}+\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \overline{\mathbb{U}}+\frac{1}{T} \overline{\mathbb{U}}^{\prime} \mathbb{F} \overline{\mathbb{C}}+\frac{1}{T} \overline{\mathbb{U}}^{\prime} \overline{\mathbb{U}} \\
& =\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}+E
\end{aligned}
$$

By Lemma 4.4(i), $\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}$ is $O_{p}(1)$. Since $E=O_{p}\left(\frac{1}{n}\right)+O_{p}\left(\frac{1}{\sqrt{n T}}\right)$, it could be very small when both $n$ and $T$ are large. By Horn and Johnson (1985, p. 335)

$$
\begin{aligned}
& \left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}-\left(\frac{1}{T} \bar{W}^{\prime} \bar{W}\right)^{-1} \\
= & \left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}-\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}+E\right)^{-1}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}-\left[I+\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1} E\right]^{-1}\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1} \\
& =\sum_{k=1}^{\infty}(-1)^{k+1}\left[\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1} E\right]^{k}\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}=f(E) .
\end{aligned}
$$

This yields

$$
\left(\frac{1}{T} \bar{W}^{\prime} \bar{W}\right)^{-1}=\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}+f(E)
$$

It follows that

$$
\begin{aligned}
M_{w} F= & {\left[I_{T}-\bar{W}\left(\frac{1}{T} \bar{W}^{\prime} \bar{W}\right)^{-1} \frac{1}{T} \bar{W}^{\prime}\right] F } \\
= & {\left[I_{T}-(\mathbb{F} \overline{\mathbb{C}}+\overline{\mathbb{U}})\left[\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}+f(E)\right] \frac{1}{T}(\mathbb{F} \overline{\mathbb{C}}+\overline{\mathbb{U}})^{\prime}\right] F } \\
= & {\left[I_{T}-(\mathbb{F} \overline{\mathbb{C}})\left(\overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}(\mathbb{F} \overline{\mathbb{C}})^{\prime}\right] F-(\mathbb{F} \overline{\mathbb{C}})\left\{f(E)\left(\frac{1}{T} \mathbb{F} \overline{\mathbb{C}}\right)^{\prime}\right.} \\
& \left.+\left[\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}+f(E)\right] \frac{1}{T} \overline{\mathbb{U}}^{\prime}\right\} F \\
& -\overline{\mathbb{U}}\left[\left(\frac{1}{T} \overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}+f(E)\right]\left(\frac{1}{T} \mathbb{F} \overline{\mathbb{C}}+\frac{1}{T} \overline{\mathbb{U}}\right)^{\prime} F .
\end{aligned}
$$

As discussed in Pesaran (2006), $M_{\mathbb{F}}=I_{T}-(\mathbb{F} \overline{\mathbb{C}})\left(\overline{\mathbb{C}}^{\prime} \mathbb{F}^{\prime} \mathbb{F} \overline{\mathbb{C}}\right)^{-1}(\mathbb{F} \overline{\mathbb{C}})^{\prime}=I_{T}-$ $\mathbb{F}\left(\mathbb{F}^{\prime} \mathbb{F}\right)^{-1} \mathbb{F}$ under the rank assumption. This implies that the first term is 0 . Therefore, plugging in (4.54) and (4.55), we obtain

$$
\begin{equation*}
M_{w} F \gamma_{i}=\mathbb{F} D_{1} \gamma_{i}+\overline{\mathbb{U}} D_{2} \gamma_{i} \tag{4.56}
\end{equation*}
$$

### 4.10. Exercises

(1) (Westerlund, 2019) Consider a panel model

$$
y_{i t}=\alpha_{1 i} 1\left(t \leq k_{0}\right)+\alpha_{2 i} 1\left(t>k_{0}\right)+\lambda_{i} f_{t}+\varepsilon_{i t}
$$

where $1(A)$ is the indicator function, $k_{0}$ is the breakpoint, $f_{t}$ is a the common factor and $\lambda_{i}$ is the loading. We can use the common correlated effects (CCE) of Pesaran (2006) to approximate $f_{t}$ by $\bar{y}_{t}$

$$
\bar{y}_{t}=\bar{\alpha}_{1} 1(t \leq k)+\bar{\alpha}_{2} 1(t>k)+\bar{\lambda} f_{t}+\bar{\varepsilon}_{i},
$$

and

$$
f_{t}=\bar{\lambda}^{-1}\left[\bar{y}_{t}-\bar{\alpha}_{1} 1(t \leq k)-\bar{\alpha}_{2} 1(t>k)-\bar{\varepsilon}_{i}\right] .
$$

Then

$$
y_{i t}=\delta_{1 i} 1(t \leq k)+\delta_{2 i} 1(t>k)+\lambda_{i} \bar{\lambda}^{-1} \bar{y}_{t}+\epsilon_{i t}
$$

with

$$
\begin{aligned}
\delta_{1 i} & =\alpha_{1 i}-\lambda_{i} \bar{\lambda}^{-1} \bar{\alpha}_{1}, \\
\delta_{2 i} & =\alpha_{2 i}-\lambda_{i} \bar{\lambda}^{-1} \bar{\alpha}_{2},
\end{aligned}
$$

and

$$
\epsilon_{i t}=\varepsilon_{i t}-\lambda_{i} \bar{\lambda}^{-1} \bar{\varepsilon}_{t} .
$$

Define

$$
\widehat{k}=\arg \min _{1 \leq k<T-1} \operatorname{RRS}_{n}(k)
$$

with

$$
\operatorname{RRS}_{n}(k)=\sum_{i=1}^{n}\left[y_{i}-D(k) \widehat{\delta}_{i}\right]^{\prime} M_{\bar{y}}\left[y_{i}-D(k) \widehat{\delta}_{i}\right]
$$

where

$$
\begin{aligned}
& y_{i}=\delta_{1 i} D_{1}(k)+\delta_{2 i} D_{2}(k)+\lambda_{i} \bar{\lambda}^{-1} \epsilon_{t} ; \\
& y_{i}=\left[y_{i 1}, \ldots, y_{i T}\right]^{\prime}, \bar{y}_{i}=\left[\bar{y}_{1}, \ldots, \bar{y}_{T}\right]^{\prime}, \text { and } \epsilon_{i}=\left[\epsilon_{i 1}, \ldots, \epsilon_{i T}\right]^{\prime} \text {. Also } \\
& \delta_{i}=\left[\delta_{1 i}, \delta_{2 i}\right], D(k)=\left[D_{1}(k), D_{2}(k)\right], D_{1}(k)=\left[1_{k}^{\prime}, 0_{T-k}^{\prime}\right]^{\prime}, D_{2}(k)= \\
& {\left[0_{k}^{\prime}, 1_{T-k}^{\prime}\right]^{\prime}, M_{A}=I_{T}-A\left(A^{\prime} A\right)^{-1} A^{\prime} . \text { Show that }}
\end{aligned}
$$

$$
P(\widehat{k}=k) \rightarrow 1
$$

as $n \rightarrow \infty$ for any fixed $T$.
(2) (Pestova and Pesta, 2017) Consider

$$
y_{i t}=\alpha_{i} 1(t>k)+\sigma_{i} \varepsilon_{i t}
$$

where $\sigma_{i}>0$. Define
$\widehat{k}=\arg \min _{k} \sum_{i=1}^{n}\left\{\frac{1}{w(t)} \sum_{t=1}^{k}\left(y_{i t}-\bar{y}_{i k}\right)^{2}+\frac{1}{w(T-k)} \sum_{t=k+1}^{T}\left(y_{i t}-\widetilde{y}_{i k}\right)^{2}\right\}$,
where $w(t)$ is a weight, $\bar{y}_{i k}$ is the average of the first $k$ and $\widetilde{y}_{i k}$ is the average of the last $T-k$ observations for each $i$. Show that if $\frac{1}{n} \sum_{i=1}^{n} \delta_{i}^{2} \rightarrow \infty$

$$
P(\widehat{k}=k) \rightarrow 1
$$

as $n \rightarrow \infty$ for a fixed $T$.
(3) (Bhattacharjee, Banerjee and Michailidis, 2017) Consider

$$
x_{i t}= \begin{cases}\mu_{i 1}+\varepsilon_{i t}, & t=1,2, \ldots,[T \tau] \\ \mu_{i 2}+\varepsilon_{i t}, & t=[T \tau]+1,2, \ldots, T\end{cases}
$$

Define

$$
\widehat{\tau}=\arg \min _{k} \sum_{i=1}^{n}\left[\sum_{t=1}^{[T \tau]}\left(x_{i t}-\widehat{\mu}_{i 1}(\tau)\right)^{2}+\sum_{t=[T \tau]+1}^{T}\left(x_{i t}-\widehat{\mu}_{i 2}(\tau)\right)^{2}\right]
$$

with

$$
\widehat{\mu}_{i 1}(\tau)=\frac{1}{[T \tau]} \sum_{t=1}^{[T \tau]} x_{i t}
$$

and

$$
\widehat{\mu}_{i 2}(\tau)=\frac{1}{T-[T \tau]} \sum_{t=[T \tau]+1}^{T} x_{i t}
$$

Let

$$
\mu_{1}=\left(\mu_{11}, \ldots, \mu_{n 1}\right)
$$

and

$$
\mu_{2}=\left(\mu_{12}, \ldots, \mu_{n 2}\right)
$$

Show that

$$
T\left\|\mu_{1}-\mu_{2}\right\|_{2}^{2}(\widehat{\tau}-\tau)=O_{p}(1)
$$

(4) (Aue, Hormann, Horvath and Reimherr, 2009) Let $\left\{y_{t}\right\}_{t=1}^{T}$ be a time series of dimension $n$ with $E\left(y_{t}\right)=0$ and $\Sigma=E\left(y_{t} y_{t}^{\prime}\right)$. Define

$$
\begin{gathered}
S_{k}=\frac{1}{\sqrt{T}}\left(\sum_{t=1}^{k} \operatorname{vech}\left[y_{t} y_{t}^{\prime}\right]-\frac{k}{T} \sum_{t=1}^{k} \operatorname{vech}\left[y_{t} y_{t}^{\prime}\right]\right) \\
\Lambda_{T}=\max _{k} S_{k}^{\prime} \widehat{\Sigma}_{T}^{-1} S_{k}
\end{gathered}
$$

and

$$
\Omega_{n}=\frac{1}{T} \sum_{k=1}^{T} S_{k}^{\prime} \widehat{\Sigma}_{T}^{-1} S_{k}
$$

with

$$
\left|\widehat{\Sigma}_{T}-\Sigma\right|_{E}=o_{p}(1)
$$

$k=1, \ldots, T$, where, for an $n \times n$ matrix $M,|M|_{E}=\sup _{x \neq 0} \frac{|M x|}{|x|}$ denotes the matrix norm induced by the Euclidean norm on $R^{n}$. Show that under the null as $T \rightarrow \infty$

$$
\begin{aligned}
H_{0}: \operatorname{Cov}\left(y_{1}\right) & =\cdots=\operatorname{Cov}\left(y_{T}\right) \\
\Lambda_{T} \xrightarrow{d} \Lambda(d) & =\sup _{r} \sum_{l=1}^{d} B_{l}^{2}(r)
\end{aligned}
$$

and

$$
\Omega_{T} \xrightarrow{d} \Omega(d)=\sum_{l=1}^{d} B_{l}^{2}(r) d r,
$$

where $d=\frac{n(n+1)}{2}, B_{l}(r), 1 \leq l \leq d$, are independent standard Brownian bridges.
(5) (Kao, Trapani and Urga, 2018) Let

$$
\begin{gathered}
w_{t}=\operatorname{vec}\left(y_{t}, y_{t}^{\prime}\right) \\
\bar{w}_{t}=\operatorname{vec}\left(y_{t}, y_{t}^{\prime}-\Sigma\right) \\
\widehat{\Sigma}_{\tau}=\frac{1}{[T \tau]} \sum_{t=1}^{[T \tau]} y_{t} y_{t}^{\prime}
\end{gathered}
$$

and

$$
\widehat{\Sigma}_{1-\tau}=\frac{1}{[T(1-\tau)]} \sum_{t=[T \tau]+1}^{T} y_{t} y_{t}^{\prime}
$$

Define

$$
\begin{gathered}
\widehat{V}_{\Sigma, \tau}=\frac{1}{T} \sum_{t=1}^{T} w_{t} w_{t}^{\prime}-\left\{\begin{array}{c}
\tau\left[\operatorname{vec}\left(\widehat{\Sigma}_{\tau}\right)\right]\left[\operatorname{vec}\left(\widehat{\Sigma}_{\tau}\right)\right]^{\prime} \\
+(1-\tau)\left[\operatorname{vec}\left(\widehat{\Sigma}_{1-\tau}\right)\right]\left[\operatorname{vec}\left(\widehat{\Sigma}_{1-\tau}\right)\right]^{\prime}
\end{array}\right\} \\
\widetilde{V}_{\Sigma, \tau}=\left(\widehat{\Psi}_{0, \tau}+\widehat{\Psi}_{0,1-\tau}\right)+\sum_{l=1}^{m}\left(1-\frac{l}{m}\right)\left[\left(\widehat{\Psi}_{l, \tau}+\widehat{\Psi}_{l, \tau}^{\prime}\right)\left(\widehat{\Psi}_{l, 1-\tau}+\widehat{\Psi}_{l, 1-\tau}\right)\right]
\end{gathered}
$$

with

$$
\widehat{\Psi}_{l, \tau}=\frac{1}{T} \sum_{t=l+1}^{[T \tau]}\left[w_{t}-\operatorname{vec}\left(\widehat{\Sigma}_{\tau}\right)\right]\left[w_{t-l}-\operatorname{vec}\left(\widehat{\Sigma}_{\tau}\right)\right]
$$

and

$$
\widehat{\Psi}_{l, 1-\tau}=\frac{1}{T(1-\tau)} \sum_{t=[T \tau]+1}^{T}\left[w_{t}-\operatorname{vec}\left(\widehat{\Sigma}_{1-\tau}\right)\right]\left[w_{t-l}-\operatorname{vec}\left(\widehat{\Sigma}_{1-\tau}\right)\right]
$$

Let

$$
\Lambda_{T}(\tau)=R \times D_{\lambda r}
$$

Show that

$$
\sup _{[T r]}\|V\|
$$

(6) (Yao and Davis, 1986) Consider $x_{1}, \ldots, x_{k} \stackrel{\text { i.i.d. }}{\sim} N\left(\mu, \sigma^{2}\right)$ and $x_{k+1}, \ldots, x_{n} \stackrel{\text { i.i.d. }}{\sim} N\left(\mu+\theta, \sigma^{2}\right)$. We want to test $H_{0}: k=n$ versus $H_{a}: k<n$. Define

$$
T_{n}=\max _{k} \frac{\left|\frac{S_{k}}{\sqrt{n}}-\frac{k}{n} \frac{S_{n}}{\sqrt{n}}\right|}{\sqrt{\left(\frac{k}{n}\right)\left(1-\frac{k}{n}\right)}}
$$

with

$$
S_{k}=x_{1}+\cdots+x_{k}
$$

Show that under the null

$$
\lim _{n \rightarrow \infty} P\left(\frac{1}{a_{n}}\left(T_{n}-b_{n}\right) \leq c\right)=\exp \left(-2 \pi^{-1 / 2} e^{-c}\right)
$$

with

$$
\begin{gathered}
a_{n}=\frac{1}{\sqrt{2 \ln _{2} n}}, \\
b_{n}=\frac{1}{a_{n}}+\frac{1}{2} a_{n} \ln _{3} n
\end{gathered}
$$

and $\ln _{k}$ is the $k$ th iterated logarithm, where $-\infty<c<\infty$.
(7) (Bai, Han and Shi, 2019) Consider

$$
y_{i t}= \begin{cases}\lambda_{i 1}^{\prime} f_{t}+\varepsilon_{i t}, & t=1, \ldots, k_{0}, \\ \lambda_{i 2}^{\prime} f_{t}+\varepsilon_{i t}, & t=k_{0}+1, \ldots, T,\end{cases}
$$

where $k_{0}=\left[T \tau_{0}\right], f_{t}$ is a $r \times 1$ vector of unobserved factors, $k_{0}$ is the unknown break date, $\lambda_{i 1}$ and $\lambda_{i 2}$ are the pre- and post-break factor loadings, and $\varepsilon_{i t}$ is the idiosyncratic error. Let

$$
y_{t}= \begin{cases}\Lambda_{1} f_{t}+\varepsilon_{t}, & t=1, \ldots, k_{0} \\ \Lambda_{2} f_{t}+\varepsilon_{t}, & t=k_{0}+1, \ldots, T\end{cases}
$$

with

$$
\begin{aligned}
y_{t} & =\left(y_{1 t}, \ldots, y_{n t}\right)^{\prime} \\
\Lambda_{1} & =\left(\lambda_{11}, \ldots, \lambda_{n 1}\right)^{\prime}
\end{aligned}
$$

and

$$
\Lambda_{2}=\left(\lambda_{12}, \ldots, \lambda_{n 2}\right)^{\prime}
$$

Let $\widetilde{F}_{k}^{(1)}$ denote $\sqrt{k}$ times the first $r$ eigenvalues of $Y_{k}^{(1)} Y_{k}^{(1)^{\prime}}$ and $\widetilde{F}_{k}^{(2)}$ denote $\sqrt{T-k}$ times the first $r$ eigenvalues of $Y_{k}^{(2)} Y_{k}^{(2)^{\prime}}$, where

$$
Y_{k}^{(1)}=\left(x_{1}, \ldots, x_{k}\right)^{\prime}
$$

and

$$
Y_{k}^{(2)}=\left(x_{k+1}, \ldots, x_{T}\right)^{\prime}
$$

Let $\widetilde{f}_{t}$ denote the transpose of the $t$ th row of $\widetilde{F}=\left[\widetilde{F}_{k}^{(1)}, \widetilde{F}_{k}^{(2)}\right]$. Define

$$
\widetilde{k}=\arg \min _{k} \operatorname{SSR}(k, \widetilde{F})
$$

with

$$
\begin{aligned}
\operatorname{SSR}(k, \widetilde{F})=\sum_{i=1}^{n} \sum_{t=1}^{k}\left(y_{i t}\right. & \left.-\widetilde{f}_{t}^{\prime} \widetilde{\lambda}_{i 1}\right)^{2}+\sum_{i=1}^{n} \sum_{t=k+1}^{T}\left(y_{i t}-\widetilde{f}_{t}^{\prime} \widetilde{\lambda}_{i 2}\right)^{2} \\
\widetilde{\lambda}_{i 1} & =\frac{\widetilde{F}_{k}^{(1)^{\prime}} Y_{k, i}^{(1)}}{k} \\
\widetilde{\lambda}_{i 2} & =\frac{\widetilde{F}_{k}^{(2)^{\prime}} Y_{k, i}^{(2)}}{T-k} \\
Y_{k, i}^{(1)} & =\left(y_{i 1}, \ldots, y_{i k}\right)^{\prime} \\
Y_{k, i}^{(1)} & =\left(y_{i 1}, \ldots, y_{i T}\right)^{\prime}
\end{aligned}
$$

Show that
(a) if

$$
\begin{gathered}
\frac{n^{1-\alpha} \log \log T}{T} \rightarrow 0 \\
\frac{\log \log T}{n} \rightarrow 0
\end{gathered}
$$

and

$$
\frac{\log \log n}{T} \rightarrow 0
$$

then

$$
\lim _{(n, T) \rightarrow \infty} P\left(\widetilde{k}=k_{0}\right)=1
$$

where $0<\alpha \leq 1$.
(b) if $\alpha=0, \frac{n \log \log T}{T} \rightarrow 0$ and $\frac{\log \log T}{n} \rightarrow 0$, then

$$
\widetilde{k}-k_{0}=O_{p}(1)
$$

(8) (Chen, 2015) Consider

$$
y_{t}= \begin{cases}\Lambda_{1} f_{t}+\varepsilon_{t}, & t=1, \ldots, k_{0} \\ \Lambda_{2} f_{t}+\varepsilon_{t}, & t=k_{0}+1, \ldots, T\end{cases}
$$

Define the least squares (LS) estimator of the break point as

$$
\widehat{k}=\arg \min _{k}\left[\min _{\Lambda_{1}, \Lambda_{2}, F} S_{n t}\left(k, F, \Lambda_{1}, \Lambda_{2}\right)\right]
$$

with

$$
S_{n t}\left(k, F, \Lambda_{1}, \Lambda_{2}\right)=\sum_{t=1}^{k}\left\|y_{t}-\Lambda_{1} f_{t}\right\|^{2}+\sum_{t=k+1}^{T}\left\|y_{t}-\Lambda_{2} f_{t}\right\|^{2}
$$

Let $\widehat{\tau}=\frac{\widehat{k}}{T}$. Show that $\widehat{\tau}-\tau=O_{p}\left(\frac{1}{\delta_{n t}}\right)$ where $\delta_{n t}=\min \{\sqrt{n}, \sqrt{T}\}$.

## Chapter 5

## Latent-Grouped Structure in Panel Data Models

### 5.1. Panel Latent Group Structure Models

In this chapter, we study the issues of homogeneity pursuit in panel models. How to control for unobserved heterogeneity is critical to economists. This chapter considers panel models where individuals may be grouped at different levels. Panel data models with grouped heterogeneity have gained popularity to model the unobserved heterogeneity recently, e.g., Bonhomme and Magresa (2015), Su, Shi and Phillips (2016), Vogt and Linton (2017). Suppose we observe panel data $\left(y_{i t}, x_{i t}\right), i=1, \ldots, n, t=1, \ldots, T$, where $y_{i t}$ is the scalar-dependent variable and $x_{i t}$ is a covariate vector

$$
y_{i t}=x_{i t}^{\prime} \beta+\alpha_{i t}+\varepsilon_{i t},
$$

where $\alpha_{i t}$ are unit-specific effects such as, e.g.,

$$
\alpha_{i t}=\eta_{i}+\delta_{t} .
$$

We assume that the individual units are grouped into $K$ groups so that

$$
\alpha_{i t}=\alpha_{g_{i} t},
$$

where $g_{i} \in\{1, \ldots, K\}$ denotes group membership and $\left(\alpha_{g 1}, \ldots, \alpha_{g T}\right)$ are $K$ group-specific sequences of time effects.

Bonhomme and Manresa (2015) consider a panel model with grouped fixed effects (GFE)

$$
\begin{equation*}
y_{i t}=x_{i t}^{\prime} \beta^{0}+\alpha_{g_{i}^{0} t}^{0}+\varepsilon_{i t} . \tag{5.1}
\end{equation*}
$$

Model (5.1) contains three types of parameters: the common parameter $\beta$; the group-specific time effects $\alpha_{g t}$ for all $g_{i} \in\{1, \ldots, K\}$; and the group membership variable $g_{i}$ for all $i$. We denote $\alpha$ as the set of all $\alpha_{g t}$ 's, and $\gamma$ as the set of all $g_{i}$ 's.

The grouped fixed effect estimator in model (5.1) is defined as

$$
(\widehat{\beta}, \widehat{\alpha}, \widehat{\gamma})=\arg \min _{(\theta, \alpha, \gamma)} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-x_{i t}^{\prime} \beta-\alpha_{g_{i} t}\right)^{2},
$$

where the minimum is taken over all possible groupings $\gamma=\left\{g_{1}, \ldots, g_{n}\right\}$ of the $n$ units into $K$ groups, common parameters $\beta$, and group-specific time effects $\alpha$.

## 5.2. $K$-means Clustering

$K$-means clustering is a method of vector quantization, originally from signal processing, that is popular for cluster analysis in data mining. $K$-means is one of the most popular clustering algorithms. $K$-means stores $k$ centroids that it uses to define clusters. $K$-means finds the best centroids by alternating between (1) assigning data points to clusters based on the current centroids and (2) choosing centroids (points which are the center of a cluster) based on the current assignment of data points to clusters. Let us consider the $K$-means clustering method where there are no covariates in the model, i.e., $\beta=0$. Denote

$$
y_{i}=\left(y_{i 1}, \ldots, y_{i T}\right)^{\prime} .
$$

Let

$$
\alpha_{g}=\left(\alpha_{g 1}, \alpha_{g 2}, \ldots, \alpha_{g T}\right)^{\prime}
$$

and

$$
\alpha=\left(\alpha_{1}^{\prime}, \alpha_{1}^{\prime}, \ldots, \alpha_{K}^{\prime}\right)^{\prime}
$$

be a $K T \times 1$ vector that stacks all $\alpha_{g t}$ 's. The $K$-means grouping procedure prescribes a criterion for partitioning a set of points into $K$ groups: to divide points $y_{1}, \ldots, y_{n}$ in $R^{T}$ according to this criterion, first choose cluster
centers $\alpha_{1}, \ldots, \alpha_{G}$ in $R^{T}$ to minimize

$$
\begin{aligned}
Q_{n} & =\sum_{i=1}^{n} \min _{g \in\{1, \ldots, K\}}\left\|y_{i}-\alpha_{g}\right\|^{2} \\
& =\sum_{i=1}^{n} \min _{g \in\{1, \ldots, K\}} \sum_{t=1}^{T}\left(y_{i t}-\alpha_{g t}\right)^{2},
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
\widehat{\alpha}=\underset{\alpha}{\arg \min } Q_{n}, \tag{5.2}
\end{equation*}
$$

where $\|\cdot\|$ denotes the usual Euclidean norm, then assign each $y_{i}$ to its nearest group center. Note that the global minimization is NP-hard and requires integer programming due to the discrete feature of $g \in\{1, \ldots, K\}$. There are almost $K^{n}$ ways to partition $n$ observations into $K$ groups. That is, in practice, finding $\alpha$ at which $Q_{n}$ attains its global minimum involves a prohibitive amount of calculation, except in the one-dimensional case. It is also well known that, in general, the $K$-means algorithm terminates in a local optimum and does not necessarily find the global optimum. The mean of the points must equal to $\alpha_{g t}$, otherwise $Q_{n}$ could be decreased by the first replacing $\alpha_{g t}$ by that cluster mean then, if necessary, reassigning some of the $y$ 's to new groups. The criterion is, therefore, equivalent to that of minimizing the within group sum of squares.

$$
\min _{\widetilde{g}} \frac{1}{T} \sum_{t=1}^{T}\left(\widehat{\alpha}_{\widetilde{g} t}-\alpha_{g t}^{0}\right)^{2}=o_{p}(1) .
$$

Now we assume $y_{i}$ are i.i.d. across individuals and have finite second moments. Define

$$
\bar{\alpha}=\arg \min _{\alpha} E\left[\sum_{t=1}^{T}\left(y_{i t}-\alpha_{\widehat{g}_{i}(\alpha) t}\right)^{2}\right] .
$$

Next we show

$$
\widehat{\alpha} \xrightarrow{p} \bar{\alpha}
$$

as $n \rightarrow \infty$ with $T$ fixed. For the purpose of illustration consider $K=2$ and $T=1$. Now the problem is to choose optimal centers $\widehat{\alpha}_{1}$ and $\widehat{\alpha}_{2}$
to minimize

$$
\begin{equation*}
Q_{n}\left(\alpha_{1}, \alpha_{2}\right)=\frac{1}{n} \sum_{i=1}^{n} \min \left(\left|y_{i}-\alpha_{1}\right|^{2},\left|y_{i}-\alpha_{2}\right|^{2}\right) \tag{5.3}
\end{equation*}
$$

then allocate each $y_{i}$ to its nearest center. The optimal centers must lie at the mean of those observations drawn into their clusters. Next we show that $\widehat{\alpha}=\left(\widehat{\alpha}_{1}, \widehat{\alpha}_{2}\right)^{\prime}$ converges in probability to $\bar{\alpha}=\left(\bar{\alpha}_{1}, \bar{\alpha}_{2}\right)^{\prime}$ as $n \rightarrow \infty$, where $\bar{\alpha}$ minimizes

$$
Q\left(\alpha_{1}, \alpha_{2}\right)=E\left[\min \left(\left|y-\alpha_{1}\right|^{2},\left|y-\alpha_{2}\right|^{2}\right)\right]
$$

Clearly, we can use the uniform law of large numbers to show that $Q_{n}\left(\alpha_{1}, \alpha_{2}\right)$ converges in probability uniformly to $Q\left(\alpha_{1}, \alpha_{2}\right)$ as $n \rightarrow \infty$. This suggests that $\widehat{\alpha}$ which minimizes $Q_{n}\left(\alpha_{1}, \alpha_{2}\right)$ converges in probability to $\bar{\alpha}$ that minimizes $Q\left(\alpha_{1}, \alpha_{2}\right)$. Assume there exists a unique $\bar{\alpha}$ minimizing $Q\left(\alpha_{1}, \alpha_{2}\right)$. What happens when this uniqueness condition is violated? We may relax the assumption that $Q\left(\alpha_{1}, \alpha_{2}\right)$ has a unique minimum, by assuming $Q\left(\alpha_{1}, \alpha_{2}\right)$ achieves its minimum for each $\left(\alpha_{1}, \alpha_{2}\right)$ in a region $D$ and argue the distance from the optimal $\left(\widehat{\alpha}_{1}, \widehat{\alpha}_{2}\right)$ to $D$ converges to zero in probably (or almost surely). ${ }^{1}$ Suppose $y_{i} \stackrel{\text { i.i.d. }}{\sim} U[0,1]$, then

$$
E\left[\min \left(\left|y-\alpha_{1}\right|^{2},\left|y-\alpha_{2}\right|^{2}\right)\right]=\int_{0}^{1} \min \left(\left|y-\alpha_{1}\right|^{2},\left|y-\alpha_{2}\right|^{2}\right) d y
$$

By symmetry we may assume $\alpha_{1} \leq \alpha_{2}$. We can show that

$$
\begin{aligned}
Q\left(\alpha_{1}, \alpha_{2}\right)= & \int\left[\left\{0 \leq y \leq \frac{1}{2}\left(\alpha_{1}+\alpha_{2}\right)\right\}\left|y-\alpha_{1}\right|^{2}\right. \\
& \left.+\left\{\frac{1}{2}\left(\alpha_{1}+\alpha_{2}\right) \leq y \leq 1\right\}\left|y-\alpha_{2}\right|^{2}\right] d y \\
= & \frac{\alpha_{1}^{3}}{3}+\frac{\left(1-\alpha_{2}\right)^{3}}{3}+\frac{\left(\alpha_{2}-\alpha_{1}\right)^{3}}{12}
\end{aligned}
$$

It is easy to show that $Q\left(\alpha_{1}, \alpha_{2}\right)$ takes a minimum value of $\frac{1}{48}$ at $\bar{\alpha}_{1}=\frac{1}{4}$ and $\bar{\alpha}_{2}=\frac{3}{4}$. The values of $\widehat{\alpha}$ are found by minimizing $Q_{n}\left(\alpha_{1}, \alpha_{2}\right)$. Clearly,

$$
Q_{n}\left(\bar{\alpha}_{1}, \bar{\alpha}_{2}\right) \xrightarrow{p} Q\left(\bar{\alpha}_{1}, \bar{\alpha}_{2}\right)=\frac{1}{48} .
$$

[^1]Thus,

$$
\limsup Q_{n}\left(\widehat{\alpha}_{1}, \widehat{\alpha}_{2}\right) \leq \frac{1}{48}
$$

because $Q_{n}\left(\widehat{\alpha}_{1}, \widehat{\alpha}_{2}\right) \leq Q_{n}\left(\frac{1}{4}, \frac{3}{4}\right)$. Then we can show $\widehat{\alpha} \xrightarrow{p} \bar{\alpha}$ easily.
Next we show that

$$
\begin{equation*}
\sqrt{n}(\widehat{\alpha}-\bar{\alpha}) \xrightarrow{d} N(0, \Omega), \tag{5.4}
\end{equation*}
$$

where the matrix $\Omega$ involves the integrals of the population density over the faces of the optimal clusters. The proof of (5.4) depends on a quadratic approximation

$$
\begin{align*}
Q_{n}(\widehat{\alpha})= & Q(\bar{\alpha})-\frac{1}{\sqrt{n}} Z_{n}^{\prime}(\widehat{\alpha}-\bar{\alpha})+\frac{1}{2}(\widehat{\alpha}-\bar{\alpha})^{\prime} \Gamma(\widehat{\alpha}-\bar{\alpha}) \\
& +o_{p}\left(\frac{1}{\sqrt{n}} r_{n}\right)+o_{p}\left(r_{n}^{2}\right) \tag{5.5}
\end{align*}
$$

where $r_{n}=\|\widehat{\alpha}-\bar{\alpha}\|, \Gamma$ is a positive definite matrix and $Z_{n}$ has an asymptotic $N(0, V)$. The optimal $\widehat{\alpha}$ that minimizes $Q_{n}(\alpha)$ lies close to the vector $\bar{\alpha}+\frac{1}{\sqrt{n}} \Gamma^{-1} Z_{n}$ that minimizes (5.5) in the sense that $\sqrt{n}(\widehat{\alpha}-\bar{\alpha})-\Gamma^{-1} Z_{n}$ converges to zero in probability.

Again consider $K=2$ and $T=1 .^{2}$

$$
m\left(\alpha_{1}, \alpha_{2}, y\right)=\min \left(\left|y-\alpha_{1}\right|^{2},\left|y-\alpha_{2}\right|^{2}\right)
$$

Note

$$
\begin{aligned}
& \sqrt{n}\left(Q_{n}\left(\alpha_{1}, \alpha_{2}\right)-Q\left(\alpha_{1}, \alpha_{2}\right)\right) \\
& \quad=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(m\left(\alpha_{1}, \alpha_{2}, y_{i}\right)-E\left(m\left(\alpha_{1}, \alpha_{2}, y_{i}\right)\right)\right) \\
& =A_{n}\left(\alpha_{1}, \alpha_{2}\right)
\end{aligned}
$$

Note that near optimal centers, $\bar{\alpha}_{1}=\frac{1}{4}$ and $\bar{\alpha}_{2}=\frac{3}{4}$,

$$
\begin{aligned}
Q\left(\alpha_{1}, \alpha_{2}\right)= & \frac{1}{48}+\frac{3}{8}\left(\alpha_{1}-\frac{1}{4}\right)^{2}-\frac{1}{4}\left(\alpha_{1}-\frac{1}{4}\right)\left(\alpha_{2}-\frac{3}{4}\right) \\
& +\frac{3}{8}\left(\alpha_{2}-\frac{3}{4}\right)+\text { cubic terms. }
\end{aligned}
$$

[^2]Note that $Q\left(\alpha_{1}, \alpha_{2}\right)$ has partial derivatives with respect to $\alpha_{1}$ and $\alpha_{2}$ except at $y=\frac{1}{2}\left(\alpha_{1}+\alpha_{2}\right)$. This suggests

$$
\frac{\partial Q\left(\alpha_{1}, \alpha_{2}\right)}{\partial \alpha_{1}}=-2\left(y-\frac{1}{4}\right)\left\{0 \leq y \leq \frac{1}{2}\right\}
$$

and

$$
\frac{\partial Q\left(\alpha_{1}, \alpha_{2}\right)}{\partial \alpha_{1}}=-2\left(y-\frac{3}{4}\right)\left\{\frac{1}{2} \leq y \leq 1\right\}
$$

Then concentrate on values of $\left(\alpha_{1}, \alpha_{2}\right)$ close to the population optimal values $\left(\frac{1}{4}, \frac{3}{4}\right)$

$$
\alpha_{1}=\frac{1}{4}+\frac{1}{\sqrt{n}} s
$$

and

$$
\alpha_{2}=\frac{3}{4}+\frac{1}{\sqrt{n}} t
$$

Now we take a Taylor expansion of $m$ about $\left(\frac{1}{4}, \frac{3}{4}\right)$

$$
A_{n}\left(\frac{1}{4}+\frac{1}{\sqrt{n}} s, \frac{3}{4}+\frac{1}{\sqrt{n}} t\right)=A_{n}\left(\frac{1}{4}, \frac{3}{4}\right)+2 \frac{1}{\sqrt{n}} s B_{n}+2 \frac{1}{\sqrt{n}} t C_{n}
$$

where

$$
B_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(y-\frac{1}{4}\right)\left\{0 \leq y \leq \frac{1}{2}\right\}
$$

and

$$
C_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(y-\frac{3}{4}\right)\left\{\frac{1}{2} \leq y \leq 1\right\}
$$

Then we get an approximation for $Q_{n}\left(\alpha_{1}, \alpha_{2}\right)$ near the optimal centers

$$
\begin{aligned}
Q_{n} & \left(\frac{1}{4}+\frac{1}{\sqrt{n}} s, \frac{3}{4}+\frac{1}{\sqrt{n}} t\right) \\
= & Q\left(\frac{1}{4}+\frac{1}{\sqrt{n}} s, \frac{3}{4}+\frac{1}{\sqrt{n}} t\right) \\
& +\frac{1}{\sqrt{n}} A_{n}\left(\frac{1}{4}, \frac{3}{4}\right)+2 \frac{1}{n}\left(s B_{n}+t C_{n}\right) \\
& + \text { higher order terms }
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{1}{48}+\frac{1}{n}\left(\frac{3 s^{2}}{8}-\frac{s t}{4}+\frac{3 t^{2}}{8}\right) \\
& +\frac{1}{\sqrt{n}} A_{n}\left(\frac{1}{4}, \frac{3}{4}\right)+2 \frac{1}{n}\left(s B_{n}+t C_{n}\right)+\text { higher order terms } \\
= & \left.\frac{1}{48}+\frac{1}{\sqrt{n}} A_{n}\left(\frac{1}{4}, \frac{3}{4}\right)+\frac{1}{n} \text { (quadratic in } s \text { and } t\right)+ \text { higher order terms. }
\end{aligned}
$$

To accuracy of the order $\frac{1}{\sqrt{n}}$, the location of the minimum of $Q_{n}$ can be found by minimizing the quadratic term such that

$$
\left.\widehat{\alpha}_{1}=\frac{1}{4}+\frac{1}{\sqrt{n}} \text { (linear function of } B_{n} \text { and } C_{n}\right)+ \text { higher order terms }
$$

and

$$
\left.\widehat{\alpha}_{2}=\frac{3}{4}+\frac{1}{\sqrt{n}} \text { (linear function of } B_{n} \text { and } C_{n}\right)+ \text { higher order terms. }
$$

The linear functions of $B_{n}$ and $C_{n}$ have an asymptotic joint normal distributions, because $B_{n}$ and $C_{n}$ have to form a normalized sum of independent random variables. Then optima centers follow a central limit theorem

$$
\left(\sqrt{n}\left(\widehat{\alpha}_{1}-\frac{1}{4}\right), \sqrt{n}\left(\widehat{\alpha}_{1}-\frac{3}{4}\right)\right) \xrightarrow{d} N(0, \Omega),
$$

where

$$
\begin{gathered}
\Omega=\Gamma^{-1} V \Gamma^{-1}, \\
\Gamma=\left[\begin{array}{cc}
\frac{3}{4} & -\frac{1}{4} \\
-\frac{1}{4} & -\frac{1}{4}
\end{array}\right]
\end{gathered}
$$

and

$$
V=\left[\begin{array}{cc}
\frac{1}{24} & 0 \\
0 & \frac{1}{24}
\end{array}\right]
$$

Next we consider the case with large $n$ and large $T$. Assume $\beta=0$. Let $\gamma^{0}=\left\{g_{1}^{0}, \ldots, g_{n}^{0}\right\}$ denote the population grouping. Let $\gamma=\left\{g_{1}, \ldots, g_{n}\right\}$ denote any grouping of cross-sectional units into $K$ groups. Note that the dimension of $\alpha$ diverges as $T$ tends to infinity and hence the standard techniques (e.g., Newey and McFadden, 1994) cannot be used to show the
asymptotics. Clearly, the grouped fixed model is related to interactive fixed effects (Bai, 2009) with

$$
\begin{aligned}
\alpha_{g_{i} t} & =\left(\alpha_{1 t}, \alpha_{2 t}, \ldots, \alpha_{K t}\right) \times(0,0, \ldots, 1, \ldots, 0) \\
& =\sum_{g=1}^{G} 1\left\{g_{i}=g\right\} \alpha_{g t}
\end{aligned}
$$

Bonhomme and Manresa took the advantage of this connection to establish the consistency of $K$-means estimator when the dimension $\alpha$ is large. Define

$$
\widehat{Q}(\alpha, \gamma)=\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-\alpha_{g_{i} t}\right)^{2}
$$

Note

$$
\begin{aligned}
\widehat{Q}(\alpha, \gamma)= & \frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-\alpha_{g_{i} t}\right)^{2} \\
= & \frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(\varepsilon_{i t}+\alpha_{g_{i}^{0} t}^{0}-\alpha_{g_{i} t}\right)^{2} \\
= & \frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T} \varepsilon_{i t}^{2}+2 \frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T} \varepsilon_{i t}\left(\alpha_{g_{i}^{0} t}^{0}-\alpha_{g_{i} t}\right) \\
& +\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(\alpha_{g_{i}^{0} t}^{0}-\alpha_{g_{i} t}\right)^{2}
\end{aligned}
$$

We also define

$$
\widetilde{Q}(\alpha, \gamma)=\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-\alpha_{g_{i}^{0} t}\right)^{2}
$$

such that

$$
\widetilde{Q}(\alpha, \gamma)=\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(\alpha_{g_{i}^{0} t}-\alpha_{g_{i} t}\right)^{2}+\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T} \varepsilon_{i t}^{2}
$$

Following Bonhomme and Manresa (2015) we can show

$$
\begin{equation*}
\sup _{\alpha, \gamma}|\widehat{Q}(\alpha, \gamma)-\widetilde{Q}(\alpha, \gamma)|=o_{p}(1) \tag{5.6}
\end{equation*}
$$

as $(n, T) \rightarrow \infty$.

Next we establish that $\widehat{\alpha}$ is consistent for $\alpha^{0}$. We consider the following Hausdorff distance $d_{H}$ :

$$
\begin{array}{r}
d_{H}\left(\alpha^{a}, \alpha^{b}\right)=\max \left\{\max _{g}\left(\min _{\widetilde{g}} \frac{1}{T} \sum_{t=1}^{T}\left(\alpha_{\tilde{g}, t}^{a}-\alpha_{g, t}^{b}\right)^{2}\right),\right. \\
\left.\max _{\widetilde{g}}\left(\min _{g} \frac{1}{T} \sum_{t=1}^{T}\left(\alpha_{\tilde{g}, t}^{a}-\alpha_{g, t}^{b}\right)^{2}\right)\right\} .
\end{array}
$$

We can show

$$
d_{H}\left(\widehat{\alpha}, \alpha^{0}\right)=o_{p}(1)
$$

We note that there exists a permutation $\sigma$ such that

$$
\frac{1}{T} \sum_{t=1}^{T}\left(\alpha_{\sigma(g), t}^{0}-\widehat{\alpha}_{g, t}\right)^{2}=o_{p}(1)
$$

We obtain $\sigma(g)=g$ by relabeling. Define

$$
N_{\eta}=\left\{\alpha: \frac{1}{T} \sum_{t=1}^{T}\left(\alpha_{g, t}^{0}-\alpha_{g, t}\right)^{2}<\eta, \forall g\right\}
$$

Let

$$
\widehat{g}_{i}=\arg \min _{g} \sum_{t=1}^{T}\left(y_{i t}-\alpha_{g, t}\right)^{2}
$$

We can show that for $\eta>0$ small enough, we have, for $\delta>0$,

$$
\sup _{\alpha} \frac{1}{n} \sum_{i=1}^{n} 1\left\{\widehat{g}_{i}(\alpha) \neq g_{i}^{0}\right\}=o_{p}\left(T^{-\delta}\right)
$$

Let

$$
(\widehat{\alpha}, \widehat{\gamma})=\arg \min _{\alpha, \gamma} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-\alpha_{g_{i}, t}\right)^{2}
$$

and

$$
\widetilde{\alpha}=\arg \min _{\alpha} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-\alpha_{g_{i}^{0}, t}\right)^{2}
$$

Note that $\widetilde{\alpha}$ is the estimator of $\alpha$ when the group membership $\gamma^{0}$ is known. Let

$$
n_{g}=\sum_{i=1}^{n} 1\left\{g_{i}^{0}=g\right\}
$$

for all $g$. We also can show that for all $g$ and $t$ as $(n, T) \rightarrow \infty$

$$
\begin{equation*}
\widetilde{\alpha}_{g, t}-\alpha_{g, t}^{0}=O_{p}\left(\frac{1}{\sqrt{n}}\right) \tag{5.7}
\end{equation*}
$$

if $\frac{n_{g}}{n} \rightarrow \pi$ and for any $\delta>0$

$$
\begin{equation*}
\widetilde{\alpha}_{g, t}-\alpha_{g, t}^{0}=o_{p}\left(T^{-\delta}\right) \tag{5.8}
\end{equation*}
$$

Then we can show

$$
\begin{equation*}
\widehat{\alpha}_{g, t}-\alpha_{g, t}^{0}=O_{p}\left(\frac{1}{\sqrt{n}}\right) \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\alpha}_{g, t}-\alpha_{g, t}^{0}\right) \xrightarrow{d} N\left(0, \frac{\omega_{g t}}{\pi_{g}^{2}}\right) \tag{5.10}
\end{equation*}
$$

where

$$
\omega_{g t}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} E\left(1\left\{g_{i}^{0}=g_{j}^{0}=g\right\} \varepsilon_{i t} \varepsilon_{j t}\right)
$$

We can also show

$$
\begin{equation*}
\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(\widehat{\alpha}_{\widehat{g}_{i}, t}-\alpha_{g_{i}^{0}, t}^{0}\right)^{2}=o_{p}(1) \tag{5.11}
\end{equation*}
$$

Bonhomme, Lamadon and Manresa (2017) study panel data estimators based on a discretization of unobserved heterogeneity when individual heterogeneity is not necessarily discrete in the population. They focus on a two-step grouped fixed effect estimator, where the individual units are classified into groups in a first step using $K$-means method and the model is estimated in a second step allowing for group-specific heterogeneity. Again we assume $\beta=0$. Let $f\left(y_{i} \mid \alpha_{i 0}\right)$ be the conditional density of $y_{i}$ conditioning on $\alpha_{i}^{0}$.

In the classification step, one relies on a set of individual-specific moments

$$
h_{i}=\frac{1}{T} \sum_{t=1}^{T} h\left(y_{i t}\right)
$$

to learn about the unobserved heterogeneity $\alpha_{i}$. Classification consists in partitioning individual units into $G$ groups based on the moments. The partition units $\widehat{g}_{i}$ is obtained by

$$
\left(\widehat{h}, \widehat{g}_{1}, \ldots, \widehat{g}_{n}\right)=\arg \min _{\widetilde{h}, g_{1}, \ldots, g_{n}} \sum_{i=1}^{n}\left\|h_{i}-\widetilde{h}\left(g_{i}\right)\right\|^{2}
$$

where $\left\{g_{i}\right\}$ are partitions of $\{1, \ldots, n\}$ into at most $K$ groups and $\widetilde{h}=$ $(\widetilde{h}(1), \ldots, \widetilde{h}(G))^{\prime}$. In the estimation step, one maximizes the log-likelihood function with respect to group-specific effects, where the groups are given by $\widehat{g}_{i}$ from the first step. Let

$$
l_{i}\left(\alpha_{i}\right)=\frac{1}{T} \log f\left(y_{i} \mid \alpha_{i}\right)
$$

and

$$
\widehat{\alpha}=\arg \max _{\alpha} \sum_{i=1}^{n} l_{i}\left(\alpha_{i}\left(\widehat{g}_{i}\right)\right)
$$

with

$$
\alpha=\left(\alpha(1)^{\prime}, \ldots, \alpha(K)^{\prime}\right)^{\prime}
$$

Assume there is a Lipschitz continuous function $\varphi$ such that as $(n, T) \rightarrow \infty$

$$
\frac{1}{n} \sum_{i=1}^{n}\left\|h_{i}-\varphi\left(\alpha_{i}^{0}\right)\right\|^{2}=O_{p}\left(\frac{1}{T}\right)
$$

Let $B_{\alpha}(K)$ be the approximation bias of $\alpha_{i}^{0}$

$$
B_{\alpha}(K)=\min _{\alpha,\left\{g_{i}\right\}} \frac{1}{n} \sum_{i=1}^{n}\left\|\alpha_{i}^{0}-\alpha\left(g_{i}\right)\right\|^{2}
$$

Bonhomme et al. (2017) provide an upper bound on the rate of convergence of $\widehat{h}\left(\widehat{g}_{i}\right)$ of $\varphi\left(\alpha_{i}^{0}\right)$

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left\|\widehat{h}\left(\widehat{g}_{i}\right)-\varphi\left(\alpha_{i}^{0}\right)\right\|^{2}=O_{p}\left(\frac{1}{T}\right)+O_{p}\left(B_{\alpha}(K)\right) \tag{5.12}
\end{equation*}
$$

### 5.3. Conclusion

This chapter reviews the recent developments in homogeneity pursuit in panel models. It focuses on the asymptotics, e.g., consistency and limiting distribution, of $K$-means-based methods. Other related issues on homogeneity pursuit are taken from the literature and put in exercises. A major challenge in homogeneity pursuit is estimation of the appropriate of groups or clusters. Many existing methods focus on the within-group dispersion, e.g., BIC in Bonhomme and Manresa (2015), resulting from a grouping of the data into $K$ groups.

### 5.4. Exercises

Please spell out all the conditions and assumptions you need for the proofs.
(1) (Steinley and Brusco, 2011) Show that the minimum ratio of the within-cluster sum of squares to the corrected total sum of squares for a uniform and a standard normal partitioned into two groups is $\frac{1}{4}$ and $1-\frac{2}{\pi}$, respectively.
(2) (Mahajan, Nimbhorkar and Varadarajan, 2012) In the $K$-means clustering problem, we are given a finite set of points $S$ in $R^{d}$, an integer $k \geq 1$, and the goal is to find $k$ centers to minimize the sum of the squared Euclidean distance of each point in $S$ to its closest center. Show that $K$-means clustering is NP-hard even in $d=2$ dimensions.
(3) Pollard (1981, 1982a,b) has found regularity conditions which assure consistency and asymptotic normality, with a convergence rate of $\sqrt{n}$, of the $K$-means estimators. One of the regularity conditions is that the Hessian between group sum of squares is nonsingular. Serinko and Babu (1992) consider $K=2$ and $T=1$ as in (5.3) and $y_{i}$ has a double exponential distribution ${ }^{3}$

$$
m\left(\alpha_{1}, \alpha_{2}, y\right)=\min \left(\left|y-\alpha_{1}\right|^{2},\left|y-\alpha_{2}\right|^{2}\right)
$$

$$
\begin{aligned}
& { }^{3} \text { The pdf is } \\
& \qquad f(x)=\frac{1}{2} \beta^{-1} \exp [-\beta|x|]
\end{aligned}
$$

with $\beta>0$.

Show that

$$
n^{1 / 4}\left(\widehat{\alpha}_{j}-\alpha_{j}\right) \xrightarrow{d} a_{j} \operatorname{sign}(Z) \sqrt{|Z|}
$$

$j=1,2$, where $Z \sim N(0,1)$ and $a_{j}$ are constants.
(4) Qu and Gao (2018) consider a time-invariant group fixed effect model

$$
\begin{aligned}
& y_{i t}=x_{i t} \beta+\alpha_{g i}+v_{i t} \\
& x_{i t}=\phi z_{i t}+\delta \alpha_{g i}+\varepsilon_{i t}
\end{aligned}
$$

$i=1, \ldots, n ; t=1, \ldots, T ; g_{i} \in\{1, \ldots, K\}$, where $E\left(v_{i t} x_{j s}\right)=0$ for $i \neq j, t \neq s$. The grouped fixed effect (GFE) estimator of $(\beta, \alpha, \gamma)$ is

$$
(\widehat{\beta}, \widehat{\alpha}, \widehat{\gamma})=\arg \min _{(\theta, \alpha, \gamma)} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-x_{i t} \beta-\alpha_{g_{i}}\right)^{2}
$$

Now let $P\left(g_{i}=1\right)=P\left(g_{i}=2\right)=\frac{1}{2}, K=2$ and $T=1$. Show that

$$
\widehat{\beta} \xrightarrow{p} \bar{\beta}
$$

with

$$
\begin{gathered}
\bar{\beta}=\beta+\frac{a}{b} \\
a=\delta \frac{1}{2}\left(\alpha_{1}^{2}+\alpha_{1}^{2}\right)-\frac{1}{2} \delta A^{2}-\frac{1}{2} \delta\left[\left(\alpha_{1}+\alpha_{2}\right)-A\right]^{2}+\frac{2 \sigma}{\sqrt{2 \pi}} e^{-\frac{\left(\alpha_{1}-\alpha_{2}\right)^{2}}{8 \sigma^{2}} \delta}
\end{gathered}
$$

and

$$
b=\phi^{2} \sigma_{z}^{2}+\delta^{2} \frac{1}{2}\left(\alpha_{1}^{2}+\alpha_{2}^{2}\right)+\sigma_{\varepsilon}^{2}-\frac{\delta^{2}}{2} A^{2}-\frac{\delta^{2}}{2}\left[\left(\alpha_{1}+\alpha_{2}\right)-A\right]^{2}
$$

as $n \rightarrow \infty$.
(5) (Bonhomme and Manresa, 2015). We assume that the group-specific effects are time-invariant, $\beta=0$, and $K=2$ :

$$
y_{i t}=\alpha_{g_{i} t}+\varepsilon_{i t}
$$

where $\varepsilon_{i t} \stackrel{\text { i.i.d. }}{\sim} N\left(0, \sigma^{2}\right)$ and $g_{i}=\{1,2\}$. Without loss of generality, we assume $\alpha_{1}<\alpha_{2}$. Show that

$$
P\left(\widehat{g}_{i}(\alpha)=2 \mid g_{i}=1\right)=1-\Phi\left(\sqrt{T} \frac{\alpha_{2}-\alpha_{1}}{2 \sigma}\right)
$$

where $\Phi(\cdot)$ is the cdf of a standard normal. This implies that the group misclassification probability tends to zero at an exponential rate.
(6) Bonhomme and Manresa (2015) consider the following model:

$$
y_{i t}=x_{i t}^{\prime} \beta^{0}+\alpha_{g_{i}^{0}}^{0}+v_{i t}
$$

with $v_{i t} \stackrel{\text { i.i.d. }}{\sim} N\left(0, \sigma^{2}\right)$, where the true number of groups is $K^{0}=1$, and where $\alpha^{0}=\alpha_{1}^{0}$ denotes the true value of $\alpha$. Let $(\widehat{\beta}, \widehat{\alpha})$ be the GFE estimator of $\left(\beta^{0}, \alpha^{0}\right)$ with $K=2$ groups. Show that as $T$ is fixed and $n \rightarrow \infty$

$$
\widehat{\beta} \xrightarrow{p} \beta^{0}
$$

and

$$
\widehat{\alpha}_{g} \xrightarrow{p} \alpha^{0} \pm \sigma \sqrt{\frac{2}{\pi T}}
$$

for $g=1,2$.
(7) One of the most pressing questions, in practice is how to determine the number of groups. A popular method for determining the number of groups is the information criteria, such as the Bayesian information criterion (BIC) as in Bonhomme and Manresa (2015)

$$
I(K)=\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-\alpha_{i t}^{K}\right)^{2}+K h_{n T}
$$

and

$$
\widehat{K}=\arg \min _{K \in\left\{1, \ldots, K_{\max }\right\}} I(K)
$$

where $K_{\max }$ is an upper bound. Show that the estimated number of groups $\widehat{K}$ is consistent for $K$ if, as $(n, T) \rightarrow \infty, h_{n T} \rightarrow 0$ with $\min (n, T) h_{n T} \rightarrow \infty$.
(8) Prove (5.6).
(9) Prove (5.7)-(5.11).
(10) Prove (5.12).
(11) Let $K$ denote the number of groups and $G=\left\{g_{1}, \ldots, g_{n}\right\}$ denote the grouped membership such that $g_{i}=\{1, \ldots, K\}$. Ando and Bai (2016) consider a panel grouped factor model

$$
y_{i t}=x_{i t}^{\prime} \beta+f_{g_{i}, t} \lambda_{g_{i}, i}+\varepsilon_{i t}
$$

$i=1, \ldots, n, t=1, \ldots, T$, where $x_{i t}$ is a $p \times 1$ vector and $f_{g_{i}, t}$ is an $r \times 1$ vector of unobservable group-specific factors that affect the units only in group $g_{i}$. Here $\lambda_{g_{i}, i}$ are the factor loadings and $\varepsilon_{i t}$ is the unit-specific error. Let

$$
\begin{aligned}
& y_{i}=\left(y_{i 1}, \ldots, y_{i T}\right)^{\prime} \\
& x_{i}=\left(x_{i 1}^{\prime}, \ldots, x_{i T}^{\prime}\right)^{\prime} \\
& f_{j}=\left(f_{j, 1}^{\prime}, \ldots, f_{j, T}^{\prime}\right)^{\prime}
\end{aligned}
$$

and

$$
\varepsilon_{i}=\left(\varepsilon_{i 1}, \ldots, \varepsilon_{i T}\right)^{\prime}
$$

where, for $g_{i}=j, f_{g_{i}}=f_{j}$. Let

$$
\Lambda_{j}=\left(\lambda_{j, 1}, \ldots, \lambda_{j, n}\right)
$$

be an $r \times n$ factor loading matrix. Define

$$
\begin{aligned}
& \left(\widehat{\beta}, \widehat{G}, \widehat{f}_{1}, \ldots, \widehat{f}_{S}, \widehat{\Lambda}_{1}, \ldots, \widehat{\Lambda}_{S}\right) \\
& \quad=\arg \min \sum_{j=1}^{S} \sum_{i: g_{i}=j}\left\|y_{i}-x_{i} \beta-f_{g_{i}} \lambda_{g_{i}, i}\right\|^{2}+n T \cdot p_{k, \gamma}(|\beta|)
\end{aligned}
$$

where $p_{k, \gamma}(|\beta|)$ is the penalty function. Show that

$$
\left\|\widehat{\beta}-\beta^{0}\right\|=o_{p}(1)
$$

and for all $\tau>0$

$$
P\left(\sup _{i \in\{1, \ldots, n\}}\left|\widehat{g}_{i}(\widehat{\beta}, \widehat{F}, \widehat{\Lambda})-g_{i}^{0}\right|>0\right)=o_{p}(1)+o\left(\frac{n}{T^{\tau}}\right)
$$

as $(n, T) \rightarrow \infty$.
(12) Su, Shi and Phillips (2016) propose a classifier Lasso (C-Lasso) approach to achieve classification and estimation for panel models in which the penalty takes an additive-multiplicative form that forces the parameters to form into different groups. Define

$$
Q_{n T}(\beta)=\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T} \psi\left(w_{i t} ; \beta_{i}, \widehat{\mu}_{i}(\beta)\right)
$$

with

$$
\widehat{\mu}_{i}(\beta)=\arg \min _{\mu_{i}} \frac{1}{T} \sum_{t=1}^{T} \psi\left(w_{i t} ; \beta_{i}, \mu_{i}\right)
$$

where $\psi\left(w_{i t} ; \beta_{i}, \mu_{i}\right)$ denotes the logarithm of the pseudo-true conditional density function of $y_{i t}$ given $x_{i t}, \mu_{i}$ are individual effects and $\beta_{i}$ is a $p \times 1$ parameter of interest. Assume the true values of $\beta_{i}, \beta_{i}^{0}$, to follow a group pattern

$$
\begin{equation*}
\beta_{i}^{0}=\sum_{k=1}^{K_{0}} \alpha_{k}^{0} 1\left\{i \in G_{k}^{0}\right\} \tag{5.13}
\end{equation*}
$$

where $\alpha_{j}^{0} \neq \alpha_{k}^{0}$ for any $j \neq k, \bigcup_{k=1}^{K_{0}} G_{k}^{0}=\{1, \ldots, n\}$ and $G_{k}^{0} \cap G_{j}^{0}=\varnothing$ for any $j \neq k$. Shi et al. propose a classifier Lasso (C-Lasso) estimates, $\widehat{\beta}$ and $\widehat{\alpha}$ to estimate $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right)$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ by minimizing the following penalized profile likelihood function:

$$
Q_{n T, \lambda}(\beta, \alpha)=Q_{n T}(\beta)+\frac{\lambda}{n} \sum_{i=1}^{n} \prod_{k=1}^{K_{0}}\left\|\beta_{i}-\alpha_{i}\right\|,
$$

where $\lambda$ is a tuning parameter. Show that

$$
\widehat{\beta}_{i}-\beta_{i}^{0}=O_{p}\left(\frac{1}{\sqrt{T}}+\lambda\right)
$$

and

$$
\frac{1}{n} \sum_{i=1}^{n}\left\|\widehat{\beta}_{i}-\beta_{i}^{0}\right\|^{2}=O_{p}\left(\frac{1}{T}\right)
$$

(13) Huang, Jin and Su (2018) consider a panel cointegrated model with latent group structure

$$
y_{i t}=\mu_{i}+\beta_{1, i}^{\prime} x_{1, i t}+\beta_{2, i}^{\prime} x_{2, i t}+u_{i t}
$$

and

$$
x_{1, i t}=x_{1, i t-1}+\varepsilon_{1, i t},
$$

where $\mu_{i}$ is the unobserved individual fixed effects, $x_{1, i t}$ are $I(1)$ and $x_{2, i t}$ are $I(0)$ for all $i$. We allow the true value of $\beta_{1, i}, \beta_{1, i}^{0}$, to follow a
grouped pattern

$$
\beta_{1, i}^{0}= \begin{cases}\alpha_{1}^{0} & \text { if } i \in G_{1}^{0} \\ \vdots & \vdots \\ \alpha_{K}^{0} & \text { if } i \in G_{K}^{0}\end{cases}
$$

where $\alpha_{j}^{0} \neq \alpha_{k}^{0}$ for any $j \neq k, \bigcup_{k=1}^{K} G_{k}^{0}=\{1,2, \ldots, n\}$, and $G_{k}^{0} \bigcap G_{j}^{0}=$ $\varnothing$ for any $j \neq k$. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{K}\right), \beta_{1}=\left(\beta_{1,1}, \ldots, \beta_{1, n}\right)$ and $\beta_{2}=\left(\beta_{2,1}, \ldots, \beta_{2, n}\right)$. Here, we assume $\mu_{i}=0$ and $\beta_{2, i}=0$ for all $i$. Let $\beta_{i}=\beta_{1, i}$ and $\beta=\beta_{1}$, and

$$
Q_{n T}(\beta)=\frac{1}{n T^{2}} \sum_{i=1}^{n}\left\|y_{i}-x_{1, i} \beta_{i}\right\|^{2}
$$

Huang et al. propose to estimate $\beta$ and $\alpha$ by minimizing the following C-Lasso-based penalized least squares

$$
\begin{equation*}
(\widehat{\beta}, \widehat{\alpha})=\arg \min _{\beta, \alpha} Q_{n T, \lambda}^{K}(\beta, \alpha) \tag{5.14}
\end{equation*}
$$

where

$$
Q_{n T, \lambda}^{K}(\beta, \alpha)=Q_{n T}(\beta)+\frac{\lambda}{n} \sum_{i=1}^{n} \prod_{k=1}^{K}\left\|\beta_{i}-\alpha_{k}\right\|
$$

and $\lambda=\lambda(n, T)$ is a tuning parameter. Show that

$$
\left\|\widehat{\beta}_{i}-\beta_{i}^{0}\right\|=O_{p}\left(\frac{1}{T}+\lambda\right)
$$

and

$$
\frac{1}{n} \sum_{i=1}^{n}\left\|\widehat{\beta}_{i}-\beta_{i}^{0}\right\|^{2}=O_{p}\left(\frac{b_{T}}{T^{2}}\right)
$$

where $b_{T}=\log \log T$.
(14) Lu and Su (2017) propose a testing procedure to determine the number of groups in panel latent group models. Lu and Su consider the following linear panel regression model:

$$
y_{i t}=x_{i t}^{\prime} \beta_{i}^{0}+\mu_{i}+\varepsilon_{i t}
$$

Assume $n$ individuals belong to $K$ groups and all individuals in the same group share the same slope coefficients. That is, $\beta_{i}^{0} \mathrm{~s}$ are
homogeneous within each of the $K$ groups but heterogeneous across the $K$ groups as in (5.13). Let $\widehat{\beta}_{i}$ be the C-Lasso estimator similar to (5.14). Let $\widetilde{y}_{i t}=y_{i t}-\bar{y}_{i}$, where $\bar{y}_{i}=\frac{1}{T} \sum_{t=1}^{T} y_{i t}$ and $\widetilde{x}_{i t}$ is defined similarly. Let

$$
\begin{gathered}
Q_{n T}(\beta)=\frac{1}{n T} \sum_{i=1}^{n}\left(\widetilde{y}_{i t}-\widetilde{x}_{i t} \beta_{i}\right)^{2}, \\
Q_{n T, \lambda}^{K}(\beta, \alpha)=Q_{n T}(\beta)+\frac{\lambda}{n} \sum_{i=1}^{n} \prod_{k=1}^{K_{0}}\left\|\beta_{i}-\alpha_{k}\right\|,
\end{gathered}
$$

and

$$
(\widehat{\beta}, \widehat{\alpha})=\arg \min _{\beta, \alpha} Q_{n T, \lambda}^{K}(\beta, \alpha),
$$

where $\lambda$ is a tuning parameter, $\widehat{\beta}=\left(\widehat{\beta}_{1}, \ldots, \widehat{\beta}_{n}\right)$ and $\widehat{\alpha}=\left(\widehat{\alpha}_{1}, \ldots, \widehat{\alpha}_{K_{0}}\right)$ be the C-Lasso estimators. Define

$$
\widehat{\varepsilon}_{i t}=y_{i t}-x_{i t}^{\prime} \widehat{\beta}_{i}-\widehat{\mu}_{i}
$$

with

$$
\widehat{\mu}_{i}=\frac{1}{T} \sum_{t=1}^{T}\left(y_{i t}-x_{i t}^{\prime} \widehat{\beta}_{i}\right)
$$

and

$$
\widehat{\varepsilon}_{i t}=\left(y_{i t}-\bar{y}_{i .}\right)-\left(x_{i t}-\bar{x}_{i .}\right)^{\prime} \widehat{\beta}_{i} .
$$

Let $\widehat{\varepsilon}_{i}=\left(\widehat{\varepsilon}_{i 1}, \ldots, \widehat{\varepsilon}_{i T}\right)^{\prime}, x_{i}=\left(x_{i 1}, \ldots, x_{i T}\right)^{\prime}, M_{0}=I_{T}-\frac{1}{T} i_{T} i_{T}^{\prime}$ and $i_{T}$ is a $T \times 1$ vector of 1 s . Lu and Su propose to use a residual-based Lagrange multiplier (LM) statistic

$$
\operatorname{LM}\left(K_{0}\right)=\sum_{i=1}^{n} \widehat{\varepsilon}_{i}^{\prime} M_{0} x_{i}\left(x_{i}^{\prime} M_{0} x_{i}\right)^{-1} x_{i}^{\prime} M_{0} \widehat{\varepsilon}_{i}
$$

to test the hypothesis

$$
H_{0}: K=K_{0}
$$

versus

$$
H_{1}: K_{0}<K \leq K_{\max },
$$

where $K_{0}$ and $K_{\text {max }}$ are prespecified by researchers. Define

$$
J_{n T}\left(K_{0}\right)=\frac{\frac{1}{\sqrt{n}} \mathrm{LM}\left(K_{0}\right)-B_{n T}}{\sqrt{V_{n T}}}
$$

with

$$
B_{n T}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \sum_{t=1}^{T} \varepsilon_{i t} h_{i, t t}
$$

and

$$
V_{n T}=\frac{4}{n T^{2}} \sum_{i=1}^{n} \sum_{t=1}^{T} E\left[\varepsilon_{i t}\right]
$$

where $\Omega_{i}=E\left(\widehat{\Omega}_{i}\right)$ and $\widehat{\Omega}_{i}=\frac{1}{T} x_{i}^{\prime} M_{0} x_{i}$. Show that $J_{n T}\left(K_{0}\right) \xrightarrow{d} N(0,1)$ as $(n, T) \rightarrow \infty$.
(15) Let $Q_{i, \tau}$ be the conditional $\tau$-quantile function of $y_{i t}$ given $x_{i t}$ with the form

$$
Q_{i, \tau}\left(y_{i t} \mid x_{i t}, \alpha_{i}(\tau)\right)=x_{i t}^{\prime} \beta(\tau)+\alpha_{i}(\tau)
$$

where $\tau \in(0,1)$ is the quantile index, and individual fixed effects $\alpha_{i}(\tau)$ taking only $K$ different values, $\alpha_{1}(\tau), \ldots, \alpha_{K}(\tau)$. Gu and Volgushev (2019) consider a penalized estimator

$$
\left(\widehat{\beta}, \widehat{\alpha}_{1}, \ldots, \widehat{\alpha}_{n}\right)=\arg \min _{\beta, \alpha_{1}, \ldots, \alpha_{n}} \Theta\left(\beta, \alpha_{1}, \ldots, \alpha_{n}\right)
$$

with

$$
\Theta\left(\beta, \alpha_{1}, \ldots, \alpha_{n}\right)=\sum_{i=1}^{n} \sum_{t=1}^{T} \rho_{\tau}\left(y_{i t}-x_{i t}^{\prime} \beta-\alpha_{i}\right)+\sum_{i \neq j} \lambda_{i j}\left|\alpha_{i}-\alpha_{j}\right|
$$

where $\rho_{\tau}(u)=\{\tau-I(u \leq 0)\}$. Here $u$ is the check function and $\lambda_{i j}$ are the penalty parameters. Show that

$$
\widehat{\beta}-\beta^{0}+o_{p}\left(\left\|\widehat{\beta}-\beta^{0}\right\|\right)=\Gamma_{n}^{-1}\left[\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left\{\tau-I\left(u_{i t} \leq 0\right)\right\}\right]
$$

(16) Saggio (2012) considers a nonlinear group fixed effects (NLGFE) estimator

$$
y_{i t}=1\left\{x_{i t}^{\prime} \beta^{0}+\alpha_{g_{i}^{0}}+v_{i t}>0\right\}
$$

where $\beta$ is the common parameter and $\alpha_{g}$ is the group-specific parameter. Superscript denotes the true parameter values such as $g_{i}^{0}$ denotes the true group membership indicators and $\alpha_{g_{i}^{0}}$ the true group effect associated with units that belongs to group $g^{0}$. The group membership
variables $g_{i}$ assign each individual $i \in\{1, \ldots, n\}$ into the $K$ groups. Let $\alpha=\left(\alpha_{g_{1}}, \ldots, \alpha_{g_{n}}\right)$ and $\gamma=\left\{g_{1}, \ldots, g_{n}\right\} \in \Gamma_{K}$, where $\Gamma_{K}$ is the set of all possible groupings of all $\{1, \ldots, n\}$ into $K$ groups. The NLGFE is given by

$$
\begin{aligned}
(\widehat{\beta}, \widehat{\alpha}, \gamma)= & \arg \max _{\beta, \alpha, \gamma} \sum_{i=1}^{n} \sum_{t=1}^{T} y_{i t} \log \Phi\left(x_{i t}^{\prime} \beta+\alpha_{g_{i}}\right) \\
& +\left(1-y_{i t}\right) \log \left[1-\Phi\left(x_{i t}^{\prime} \beta+\alpha_{g_{i}}\right)\right]
\end{aligned}
$$

Define

$$
\begin{aligned}
\widehat{g}_{i}(\beta, \alpha)= & \arg \max _{g \in\{1,2, \ldots, G\}} \sum_{i=1}^{n} \sum_{t=1}^{T} y_{i t} \log \Phi\left(x_{i t}^{\prime} \beta+\alpha_{g_{i}}\right) \\
& +\left(1-y_{i t}\right) \log \left[1-\Phi\left(x_{i t}^{\prime} \beta+\alpha_{g_{i}}\right)\right]
\end{aligned}
$$

which corresponding to the optimal assignment for each $i$. Then

$$
\begin{aligned}
\widehat{\theta}= & (\widehat{\beta}, \widehat{\alpha})=\arg \max _{\beta, \alpha} \sum_{i=1}^{n} \sum_{t=1}^{T} y_{i t} \log \Phi\left(x_{i t}^{\prime} \beta+\alpha_{\widehat{g}_{i}(\beta, \alpha)}\right) \\
& +\left(1-y_{i t}\right) \log \left[1-\Phi\left(x_{i t}^{\prime} \beta+\alpha_{\widehat{g}_{i}(\beta, \alpha)}\right)\right] .
\end{aligned}
$$

Let $\widetilde{\theta}$ be the infeasible NLGFE

$$
\begin{aligned}
\widetilde{\theta}= & (\widetilde{\beta}, \widetilde{\alpha})=\arg \max _{\beta, \alpha} \sum_{i=1}^{n} \sum_{t=1}^{T} y_{i t} \log \Phi\left(x_{i t}^{\prime} \beta+\alpha_{g_{i}^{0}}\right) \\
& +\left(1-y_{i t}\right) \log \left[1-\Phi\left(x_{i t}^{\prime} \beta+\alpha_{g_{i}^{0}}\right)\right] .
\end{aligned}
$$

Show that

$$
\sqrt{n T}(\widetilde{\theta}-\theta) \xrightarrow{d} N(0, \Sigma)
$$

and

$$
\sqrt{n T}(\widehat{\theta}-\theta) \xrightarrow{d} N(0, \Sigma)
$$

as $(n, T) \rightarrow \infty$ and $n=\exp (\epsilon \sqrt{T})$ with $\epsilon>0$, where $\Sigma$ is a positive definite matrix. Spell out the conditions you need.
(17) Denoted observed data as $\left\{w_{i t}\right\}$, where $i=1, \ldots, n, t=1, \ldots, T$. Define

$$
Q_{n T}\left(\beta, \alpha_{1}, \ldots, \alpha_{n}\right)=\frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T} \varphi\left(w_{i t}, \beta, \alpha_{i}\right) .
$$

Let $\beta$ be the common parameter, $\left\{\alpha_{i}\right\}$ be individual specific parameters, and $f\left(w_{i t}, \beta, \alpha_{i}\right)$ be the density function of $w_{i t}$. Let

$$
I_{g}=\{i: \text { individual } i \text { belongs to group } g\}
$$

$g=1, \ldots, K$. Bester and Hansen (2016) consider a grouped fixed effect estimator

$$
\left(\widehat{\beta},\left\{\widehat{\gamma}_{g}\right\}\right)=\arg \max _{\left(\theta,\left\{\gamma_{g}\right\}_{g=1}^{K}\right)} \sum_{g=1}^{K} Q_{g T}(\beta, \gamma)
$$

where

$$
Q_{g T}(\beta, \gamma)=\frac{1}{n_{g}} \sum_{i \in I_{g}} \frac{1}{T} \sum_{t=1}^{T} \log f\left(w_{i t}, \beta, \gamma\right)
$$

with $\alpha_{i}=\gamma_{g}$ for all $i \in I_{g}$, where $n_{g}$ is the number of individuals in group $g$. Show that

$$
\left(\widehat{\beta},\left\{\widehat{\gamma}_{g}\right\}\right) \xrightarrow{p}\left(\beta^{0},\left\{\alpha_{i}^{0}\right\}\right)
$$

and

$$
\sqrt{n T}\left(\widehat{\beta}-\beta^{0}\right) \xrightarrow{d} N\left(0, J^{-} \Omega J^{-1}\right)
$$

Let

$$
\widehat{\beta}^{F E}=\arg \max _{\beta} \frac{1}{n} \sum_{i=1}^{n} Q_{i T}\left(\beta, \widehat{\alpha}_{i}(\beta)\right)
$$

and

$$
\widehat{\alpha}_{i}(\beta)=\arg \max _{\alpha} Q_{i T}(\beta, \alpha)
$$

Show that

$$
\sqrt{n T}\left(\widehat{\beta}^{F E}-\beta^{0}\right) \xrightarrow{d} N\left(c B, J^{-} \Omega J^{-1}\right)
$$

as $\frac{n}{T} \rightarrow c$, where $B$ is a bias term.
(18) Vogt and Linton (2017) consider a nonparametric panel regression

$$
y_{i t}=m_{i}\left(x_{i t}\right)+u_{i t}
$$

and

$$
u_{i t}=\alpha_{i}+\gamma_{t}+\varepsilon_{i t},
$$

where $m_{i}$ are unknown nonparametric functions and $u_{i t}$ denotes the error term. Let $G_{1}, \ldots, G_{K}$ be a fixed number of disjoint sets which partition the index set $\{1, \ldots, n\}$, i.e., $G \cup \cdots \cup G_{K}=\{1, \ldots, n\}$. Suppose for each $k \in\{1, \ldots, K\}$

$$
m_{i}=m_{j}
$$

for all $i, j \in G_{k}$. Let $g_{k}$ be the group-specific regression. Vogt and Linton propose a thresholding procedure to estimate the groups $G_{1}, \ldots, G_{K}$. Let $S \subseteq\{1, \ldots, n\}$ be some index set and pick an index $i \in S$. Let $G \in\left\{G_{1}, \ldots, G_{K}\right\}$ be the class to which $i$ belongs and suppose that $G \subseteq S$. We would like to infer which indices in $S$ belong to the group $G$. Define

$$
\begin{gathered}
\Delta_{i j}=\int\left\{m_{i}(x)-m_{j}(x)\right\}^{2} \pi(x) d x, \\
\widehat{\Delta}_{i j}=\int\left\{\widehat{m}_{i}(x)-\widehat{m}_{j}(x)\right\}^{2} \pi(x) d x, \\
\widehat{m}_{i}(x)=\frac{\sum_{t=1}^{T} W_{h}\left(x_{i t}-x\right) \widehat{y}_{i t}}{\sum_{t=1}^{T} W_{h}\left(x_{i t}-x\right)},
\end{gathered}
$$

and

$$
\begin{equation*}
\widehat{y}_{i t}=y_{i t}-\bar{y}_{i}-\bar{y}_{t}^{(i)}+\bar{y}^{(i)} \tag{5.15}
\end{equation*}
$$

with

$$
\begin{gathered}
\bar{y}_{i}=\frac{1}{T} \sum_{t=1}^{T} y_{i t}, \\
\bar{y}_{t}^{(i)}=\frac{1}{n-1} \sum_{j=1, j \neq i}^{n} y_{i t},
\end{gathered}
$$

and

$$
\bar{y}^{(i)}=\frac{1}{(n-1) T} \sum_{j=1, j \neq i}^{n} \sum_{t=1}^{T} y_{i t},
$$

where $\pi$ is some weight function, $W_{h}(x)=\frac{1}{h} W\left(\frac{x}{h}\right), W$ is a kernel function, and $h$ is the bandwidth. Define the ordered distances as

$$
\Delta_{i(1)} \leq \Delta_{i(2)} \leq \cdots \leq \Delta_{i\left(n_{S}\right)}
$$

and

$$
\widehat{\Delta}_{i[1]} \leq \widehat{\Delta}_{i[2]} \leq \cdots \leq \widehat{\Delta}_{i\left[n_{S}\right]}
$$

where $n_{S}=|S|$, the cardinality of $S$. Note that $(\cdot)$ and $[\cdot]$ are used to distinguish between the orderings of true and estimated distances. Note that

$$
\begin{gathered}
\Delta_{i(j)} \begin{cases}=0 & \text { for } j \leq p \\
\geq c & \text { for } j>p\end{cases} \\
\max _{i, j}\left|\widehat{\Delta}_{i j}-\Delta_{i j}\right|=o_{p}(1)
\end{gathered}
$$

and

$$
\widehat{\Delta}_{i[j]} \begin{cases}=0 & \text { for } j \leq p \\ \geq c+o_{p}(1) & \text { for } j>p\end{cases}
$$

with some constant $c>0$. This implies that we can estimate $G=$ $\{(1), \ldots,(p)\}$ by $\widetilde{G}=\{[1], \ldots,[p]\}$ if $p$ were known. Let

$$
\widehat{p}=\max \left\{j:\left\{1, \ldots, n_{S}\right\}: \widehat{\Delta}_{i[j]} \leq \tau_{n, T}\right\}
$$

where $\tau_{n, T}$ is the threshold parameter such that

$$
\max _{j \in G} \widehat{\Delta}_{i j} \leq \tau_{n, T}
$$

Then define $\widehat{G}=\{[1], \ldots,[\widehat{p}]\}$. Define

$$
\widehat{g}_{k}(x)=\frac{1}{\left|\widehat{G}_{k}\right|} \sum_{i \in \widehat{G}_{k}} \widehat{m}_{i}(x)
$$

where $\left|\widehat{G}_{k}\right|$ denotes the cardinality of the set $\widehat{G}_{k}$. Show that

$$
\widehat{g}_{k}(x)-g_{k}(x)=O_{p}\left(\frac{1}{\sqrt{n_{k} T h}}+h^{2}\right)
$$

and

$$
\sqrt{\widehat{n}_{k} T h}\left(\widehat{g}_{k}(x)-g_{k}(x)\right) \xrightarrow{d} N\left(B_{k}, V_{k}(x)\right)
$$

as $n \rightarrow \infty, \frac{h}{\left(\widehat{n}_{k} T\right)^{-1 / 5}} \xrightarrow{p} c_{k}$, for some constant $c_{k}>0$, where $\widehat{n}_{k}=\left|\widehat{G}_{k}\right|$, $n_{k}=\left|G_{k}\right|$,
$B_{k}(x)=\frac{c_{k}^{5 / 2}}{2} \int W(\varphi) \varphi^{2} d \varphi \lim _{n \rightarrow \infty}\left\{\frac{1}{n_{k}} \sum_{i \in G_{k}} \frac{g_{k}^{\prime \prime} f_{i}(x)+2 g_{k}^{\prime}(x) f_{i}^{\prime}(x)}{f_{i}(x)}\right\}$,
and

$$
V_{k}(x)=\int W^{2}(\varphi) d \varphi \lim _{n \rightarrow \infty}\left\{\frac{1}{n_{k}} \sum_{i \in G_{k}} \frac{\sigma_{i}^{2}(x)}{f_{i}(x)}\right\}
$$

(19) Vogt and Linton (2019) propose multiscale estimators of the unknown groups and their unknown number which are free of bandwidth or smoothing parameters. Consider

$$
y_{i t}=m_{i}\left(x_{i t}\right)+u_{i t}
$$

and

$$
u_{i t}=\alpha_{i}+\gamma_{t}+\varepsilon_{i t}
$$

Assume there are $K$ groups, $G_{1}, \ldots, G_{K}$, with $\bigcup_{k=1}^{K} G_{k}=\{1, \ldots, n\}$ such that

$$
m_{i}=m_{j}
$$

for all $i, j \in G_{k}$. That is, for each $1 \leq k \leq K_{0}$,

$$
m_{i}=g_{k}
$$

for all $i \in G_{k}$ where $g_{k}$ is the group-specific regression function associated with the class $G_{k}$. Define a local linear kernel estimator of $m_{i}$

$$
\widehat{m}_{i, h}(x)=\frac{\sum_{t=1}^{T} W_{i t}(x, h) \widehat{y}_{i t}^{*}}{\sum_{t=1}^{T} W_{i t}(x, h)}
$$

with the weights $W_{i t}(x, h)$ and $\widehat{y}_{i t}^{*}$ is defined in (5.15). Define a multiscale statistic as

$$
\widehat{d}_{i j}=\max _{(x, h)}\left\{\widehat{\psi}_{i j}(x, h)-\lambda(2 h)\right\}
$$

such that $h_{\text {min }} \leq h \leq h_{\text {max }}$ and $x \in[0,1]$, where

$$
\widehat{\psi}_{i j}(x, h)=\sqrt{T h} \frac{\widehat{m}_{i, h}(x)-\widehat{m}_{j, h}(x)}{\sqrt[\widehat{v}_{i j}(x, h)]{ }}
$$

and $\widehat{v}_{i j}(x, h)$ is a scaling factor. Let $S \subseteq\{1, \ldots, n\}$ and $S^{\prime} \subseteq$ $\{1, \ldots, n\}$ be two sets of time series. Let

$$
\begin{equation*}
\widehat{\Delta}\left(S, S^{\prime}\right)=\max _{i \in S, j \in S^{\prime}} \widehat{d}_{i j} . \tag{5.16}
\end{equation*}
$$

To partition the set of $\{1, \ldots, n\}$ into groups, Vogt and Linton suggest to combine the multiscale dissimilarity measure in (5.16) with a hierarchical agglomerative clustering algorithm. Let $\widehat{G}_{i}^{[0]}=\{i\}$ denote the $i$ th singleton cluster for $1 \leq i \leq n$ and define $\left\{\widehat{G}_{1}^{[0]}, \ldots, \widehat{G}_{n}^{[0]}\right\}$ to be the initial partition of $\{1, \ldots, n\}$ into clusters. Let $\widehat{G}_{1}^{[r-1]}, \ldots, \widehat{G}_{n-(r-1)}^{[r-1]}$ be the $n-(r-1)$ clusters from the previous step. Determine the pair of clusters $\widehat{G}_{k}^{[r-1]}$ and $\widehat{G}_{k^{\prime}}^{[r-1]}$ for which

$$
\widehat{\Delta}\left(\widehat{G}_{k}^{[r-1]}, \widehat{G}_{k^{\prime}}^{[r-1]}\right)=\min _{1 \leq l<l^{\prime} \leq n-(r-1)} \widehat{\Delta}\left(\widehat{G}_{l}^{[r-1]}, \widehat{G}_{l^{\prime}}^{[r-1]}\right)
$$

and merge them into a new cluster. Iterating this procedure for $r=1, \ldots, n-1$ yields a tree of nested partitions $\widehat{G}_{1}^{[r]}, \ldots, \widehat{G}_{n-r}^{[r]}$. That is, the hierarchical agglomerative clustering algorithm merges the $n$ singleton clusters $\widehat{G}_{i}^{[0]}=\{i\}$ step by step until we end up with the cluster $\{1, \ldots, n\}$. In each step of the algorithm, the closest two clusters are merged, the distance between clusters is measured by $\widehat{\Delta}$. Let

$$
\widehat{K}=\min \left\{K=1,2, \ldots, \max _{1 \leq k \leq K} \widehat{\Delta}\left(\widehat{G}_{k}^{[n-K]}\right) \leq \pi_{n, T}\right\},
$$

where $\pi_{n, T}$ is a threshold sequence. Show that

$$
P\left(\left\{\widehat{G}_{1}^{[n-K]}, \ldots, \widehat{G}_{K}^{[n-K]}\right\}=\left\{G_{1}, \ldots, G_{K}\right\}\right) \rightarrow 1
$$

and

$$
P(\widehat{K}=K) \rightarrow 1 .
$$

(20) Okui and Wang (2019) consider the following panel group structure model:

$$
y_{i t}=x_{i t}^{\prime} \beta_{g_{i}, t}+\varepsilon_{i t} .
$$

Let $G=\{1, \ldots, K\}$ be the set of groups where $g_{i} \in G$ indicates the group membership of unit $i$. Units in the same group share the same time-varying $\beta_{g, t}$ where $g \in G$. For each group, there are $m_{g}$ breaks and $\left\{T_{g, 1}, \ldots, T_{g, m_{g}}\right\}$ denotes a set of break dates. Let $\alpha_{g, j}$,
$j=1, \ldots, m_{g}$, be the values of coefficients until the $j$ th break date and $\alpha_{g, m_{g}+1}$ be the value of coefficients in the last period

$$
\beta_{g, t}=\alpha_{g, j}
$$

if $T_{g, j-1} \leq t \leq T_{g, j}$, where $T_{g, 0}=1$ and $T_{g, m_{g}+1}=T+1$. Let $\beta=\left(\beta_{1,1}^{\prime}, \ldots, \beta_{1, T}^{\prime}, \beta_{2,1}^{\prime}, \ldots, \beta_{K, T}^{\prime}\right), \gamma=\left\{g_{1}, \ldots, g_{n}\right\}$. Define

$$
\begin{aligned}
(\widehat{\beta}, \widehat{\gamma})= & \arg \min _{\beta, \gamma} \frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-x_{i t}^{\prime} \beta_{g_{i}, t}\right)^{2} \\
& +\lambda \sum_{g \in G} \sum_{t=2}^{T} \dot{w}_{g, t}\left\|\beta_{g, t}-\beta_{g, t-1}\right\|
\end{aligned}
$$

where $\lambda$ is a tuning parameter and $\dot{w}_{g, t}$ is a data-driven weight defined by

$$
\dot{w}_{g, t}=\left\|\dot{\beta}_{g, t}-\dot{\beta}_{g, t-1}\right\|^{-\kappa}
$$

with $\kappa$ being a user specific constant and $\dot{\beta}$ being a preliminary estimate of $\beta$. Define
$\stackrel{\circ}{\beta}=\arg \min _{\beta} \frac{1}{n T} \sum_{i=1}^{n} \sum_{t=1}^{T}\left(y_{i t}-x_{i t}^{\prime} \beta_{g_{i}^{0}, t}\right)^{2}+\lambda \sum_{g \in G} \sum_{t=2}^{T} \dot{w}_{g, t}\left\|\beta_{g, t}-\beta_{g, t-1}\right\|$
where $\AA$ is the estimator of $\beta$ when the group memberships $\gamma$ are known. Denote $n_{g}$ as the number of units in group $g$,

$$
n_{g}=\sum_{i=1}^{n} 1\left\{g_{i}^{0}=g\right\}
$$

for $g \in G$. Show that for all $g$ and $t$

$$
\widehat{\beta}_{g, t}-\stackrel{\circ}{\beta}_{g, t}=o_{p}\left(\frac{1}{T^{-\delta}}\right)
$$

and

$$
\widehat{\beta}_{g, t}-\beta_{g, t}^{0}=O_{p}\left(\frac{1}{\sqrt{n}}\right)
$$

for $\delta>0$ if $\frac{n_{b}}{n} \rightarrow \pi_{g}$ and $(n, T) \rightarrow \infty$ for $0<\pi_{g}<1$.
(21) Let $x_{1}, \ldots, x_{n}$ be a random sample from the mixture of exponentials, $(1-\alpha) E x(1)+\alpha E x(\theta)$, where $E x(\theta)$ denotes the exponential distribution with mean $\theta$. Show that under the homogeneous model where
$\alpha=0$, the only way to ensure a finite Fisher information is to require $0<\theta<2$.
(22) Consider a sample normal mixture model given by $(1-\alpha) N(0,1)+$ $\alpha N(\mu, 1)$. Consider the likelihood ratio test for the hypothesis $H_{0}$ : $\mu=0$. Show that the likelihood ratio test statistic goes to infinity in probability as $n \rightarrow \infty$.
(23) Let $x_{i}, \ldots, x_{n}$ be a random sample of size $n$ from a mixture population with the probability density function (pdf)

$$
f\left(x ; \alpha, \theta_{1}, \theta_{2}\right)=(1-\alpha) N(0,1)+\alpha N(\theta, 1)
$$

where $0 \leq \alpha \leq 1$ and $|\theta| \leq M$. Let $R_{n}$ be the log-likelihood ratio test statistic for testing $H_{0}: \alpha \theta=0$ versus $H_{a}: \alpha \theta \neq 0$. Chen and Chen (2001) show that as $n \rightarrow \infty$

$$
R_{n} \xrightarrow{d}\left\{\sup _{|t| \leq M} \xi(t)\right\}^{2}
$$

where $\xi(t)$ is a Gaussian process with zero mean and the covariances

$$
\operatorname{Cov}(\xi(s), \xi(t))=\operatorname{sgn}(s t) \frac{e^{s t}-1}{\sqrt{\left(e^{s^{2}}-1\right)\left(e^{t^{2}}-1\right)}}
$$

(24) (Bickel and Chernoff, 1993) Suppose that $x_{1}, \ldots, x_{n}$ are i.i.d. standard normal random variables. Denote

$$
S_{n}(t)=\frac{1}{\sqrt{n}}\left(e^{t x_{i}-\frac{t^{2}}{2}}-1\right) e^{-\frac{t^{2}}{2}}
$$

and

$$
M_{n}=\sup _{t} S_{n}(t)
$$

Show that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} P\left\{(\log \log n)^{1 / 2}\left[M_{n}-(\log \log n)^{1 / 2}\right]+\log (\sqrt{2} \pi) \leq x\right\} \\
& \quad=\exp \left(-e^{-x}\right)
\end{aligned}
$$

(25) (von Luxburg, 2010) Stability is a useful tool for selecting the number of clusters, $K$. The general rule is to choose $K$ which leads to the most stable clustering results. The clustering $C_{K}$ of a data set
$S=\left\{x_{1}, \ldots, x_{n}\right\}$ is a function that assigns labels to all points of $S$, that is

$$
C_{K}: S \rightarrow\{1, \ldots, K\},
$$

where $K$ is the number of clusters. Define the instability of a clustering algorithm as the expected distance between two clusterings $C_{K}\left(S_{n}\right), C_{K}\left(S_{n}^{\prime}\right)$ on different data sets $S_{n}, S_{n}^{\prime}$ of size $n$ :

$$
\operatorname{Instab}(K, n)=E\left(d\left(C_{K}\left(S_{n}\right), C_{K}\left(S_{n}^{\prime}\right)\right)\right),
$$

where $d\left(C, C^{\prime}\right)$ is a distance between clustering $C$ and $C^{\prime}$ Define

$$
\widehat{\operatorname{Instab}}(K, n)=\frac{1}{b_{\max }^{2}} \sum_{b, b^{\prime}=1}^{b_{\max }} d\left(C_{b}, C_{b^{\prime}}\right)
$$

and

$$
\widehat{K}=\arg \min _{k} \widehat{\operatorname{Instab}}(K, n) .
$$

Let

$$
Q_{n}\left(c_{1}, \ldots, c_{K}\right)=\frac{1}{n} \sum_{i=1}^{n} \min _{k}\left\|x_{i}-c_{k}\right\|^{2}
$$

and

$$
\begin{aligned}
Q & =E\left[\min _{k}\left\|x-c_{k}\right\|^{2}\right] \\
& =\int \min _{k}\left\|x-c_{k}\right\|^{2} d P,
\end{aligned}
$$

where $P$ is the underlying probability distribution of $x$. Show that if $Q$ has a unique global minimum, then the $K$-means algorithm is stable as $n \rightarrow \infty$,

$$
\lim _{n \rightarrow \infty} \operatorname{Instab}(K, n)=0
$$

and if $Q$ has several global minima, then the $K$-means algorithm is unstable as $n \rightarrow \infty$,

$$
\lim _{n \rightarrow \infty} \operatorname{Instab}(K, n)>0 .
$$

(26) (Continued) Assume that the underlying distribution $P$ is a mixture of two well-separated Gaussian. Denote the means of the Gaussian by $\mu_{1}$ and $\mu_{2}$.
(a) Assume that we run the $K$-means algorithm with $K=2$ and we use an initialization scheme that places on initial center in each of the true clusters. Show that the $K$-means algorithm is stable. That is, it terminates in a solution with one center close to $\mu_{1}$ and one center close to $\mu_{2}$.
(b) Assume that we run the $K$-means algorithm with $K=3$ and we use an initialization scheme that places at least one of the initial centers in each of the true clusters. Show that the $K$-means algorithm is unstable in the sense that with probability close to 0.5 it terminates in a solution that considers the first Gaussian as cluster, but splits the second Gaussian into two clusters; and with probability close to 0.5 , it does it the other way round.
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factor loadings, 85
factor models, 3
factor structure, $37,40,43,58$, 96-97
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## G
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## I
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bias-corrected, 3, 8, 12, 14, 17
Breusch-Pagan, 9
PUY, 7, 10, 17
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[^0]:    ${ }^{1}$ A Stata ado file regife developed by Gomez (2015) is used to calculate Bai's (2009) IPC estimates. Here, two factors are assumed. The estimates are quantitatively similar to those with three factors in the errors.

[^1]:    ${ }^{1}$ This example is taken from Pollard (1981).

[^2]:    ${ }^{2}$ This example is taken from Pollard (1982a, 1984).

