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Introduction

World and country economic growth is a
continuing and major interest to many econo-
mists, politicians, policy-makers, media partici-
pants, and individuals, as it can impact on the
well-being of countries and individuals. How-
ever, measuring economic growth is a continuing
challenge, particularly with difficult-to-measure
factors, such as intangibles, digital and informa-
tion technology product advances, and produc-
tivity, which can impact on growth. In addition,
emerging countries such as China and India are
taking a greater role in the world economy.

This book serves as a foundational resource
for graduate students and researchers world-
wide working on growth and productivity and
related applications. In addition, policy-makers
can use it as a basis to understand how empirical
results are produced and to familiarize them-
selves with empirical analysis and results of
experts in this important field.

The chapters in this book demonstrate the sig-
nificant influence of Dale W. Jorgenson on the
research of many economists. Accordingly, this
book is dedicated to him with thanks and apitr-
ciation for his direct and indirect (through
others) contribution to economic research.

The book starts with foundations, three chap-
ters including a discussion of how economic
growth is achieved, the evolution of and the

future agenda for national accounts, and the effi-
ciency costs and welfare gains from potential tax
reform.

All but one of the next 11 chapters use
KLEMS (capital, labor, energy, materials, and
services) data, frequently with a KLEMS pro-
duction model in the analysis.1 Within these
chapters, depending upon the available data
and the nature of the analysis, some of the
EMS inputs may not be included and others
may be added. Chapters cover all Group of 7
(G7) countries (Canada, France, Germany, Italy,
Japan, the United Kingdom, and the United
States), all Emerging 7 (E7) countries (Brazil,
China, India, Indonesia, Mexico, Russia, and
Turkey), all EU-12 countries (Austria, Belgium,
Czech Republic, Denmark, Finland, France, Ger-
many, Italy, the Netherlands, Spain, Sweden,
and the United Kingdom) plus Australia, Chile,
Columbia, Norway, South Korea, and Taiwan,
for a total of 28 countries. In 2017, these coun-
tries account for three-quarters of gross domes-
tic product (GDP) in the world.2 The leading
chapter in the KLEMS section of this book is a
comparison of G7 and E7 countries’ economic
growth and productivity, where the E7 have
been projected to account for a greater share of
GDP than G7 countries in the near future. Chap-
ter 5 looks at the possible reasons for the

1 KLEMS-type production models were popularized by Dale W. Jorgenson. Professor Jorgenson has organized five
biennial World KLEMS conferences that have encouraged the construction of and research using KLEMS databases.

2 As measured in constant 2011 international dollars, purchasing power parity.
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slowdown in economic growth in the EU-12
countries compared to the United States. India
may soon be the largest country in the world
as measured by population. Chapter 6 describes
how reforms initiated since the 1990s, aided by
increasing participation in global value chains
(GVCs), have strengthened the Indian
manufacturing sector. Chapter 7 concludes by
suggesting that the governments of China,
Japan, South Korea, Taiwan, and the United
States should encourage investment in R&D in
ICT (information and communications technol-
ogy). Chapter 8 takes an industry perspective
to explain China’s productivity slowdown.
Chapter 9 uses average labor productivity and
multifactor productivity over the subperiods
1997 to 2006 and 2006 to 2014 to look at the dif-
ferences in growth patterns in mainland Nor-
way. In Chapter 10 the progress toward and
the nature of KLEMS database construction for
Australia and Russia, both resource-rich coun-
tries, is described and contrasted. Chapter 11 de-
scribes a joint U.S. Bureau of Economic
Analysis/U.S. Bureau of Labor Statistics project
to create an internally consistent KLEMS proto-
type data set from 1947 to 2016 using disparate
data sources. The prototype estimates reveal
that relatively slow input growth in capital
and labor services has curtailed US economic
growth for the past decade and a half. Chapter
12 provides benchmark estimates of industry-
level price differentials between Japan and the
United States based on a bilateral price account-
ing model anchored to the Japan-US input-
output tables. Chapter 13 provides empirical
evidence on the impact of the skill-biased tech-
nical change associated with the introduction
of ICT investment on labor demand in Japan
and Korea. Chapter 14 measures the knowledge
intensity of industries in six American countries
and five European countries, concluding that
growth in labor and capital knowledge intensity
assets is important in industries that are not
knowledge intensive. Altogether, these 11

chapters provide an extensive examination of
many factors related to economic growth and
productivity.

The last set of chapters in the book extend
analysis beyond the core economic and growth
considerations, from prices and inflation,
GVCs, carbon taxes and policy, welfare, to
human capital. Looking at Organisation for Eco-
nomic Co-operation and Development (OECD)
countries, Chapter 15 concludes that mismea-
surement of digital product prices entering
into a consumption deflator results in an overes-
timate of growth rates of impacted products.
Chapter 16 investigates the direct and indirect
impact of knowledge capital and innovation
on economic growth and productivity in 10 Eu-
ropean countries and the United States. For the
United States, Chapter 17 outlines the of con-
struction quality-adjusted price indexes for a
digital product: smartphones. The intercon-
nected world, specifically through GVCs, is
recognized in Chapter 18. It uses a growth ac-
counting framework to analyze sources of
growth and productivity in vertically integrated
production that crosses borders. The next two
chapters both use a multisector general equilib-
rium model to examine carbon taxes or carbon
price policies, but for different countries. Chap-
ter 19 focuses on the United States; Chapter 20
focuses on China. In Chapter 19 it is demon-
strated how different accounting methods: top-
down versus bottom-up, can have a large effect
on the simulated impact of carbon prices. In
Chapter 20, a two-stage translog utility function
that explicitly accounts for detailed energy ex-
penditures allows for a simulation to determine
if a carbon tax can achieve a country’s Paris
Climate Change targets. GDP is often thought
to be a measure of economic welfare. For several
US regions, in Chapter 21, the appropriateness
of GDP as a proxy for economic welfare is exam-
ined. In the concluding chapter of the book, hu-
man capital by gender from 1975 to 2012 is
examined in an expanded accounting system,
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which includes both market and human capital,
to look at the trends affecting economic growth
and productivity in the United States.

As the managing editor of this book, I was
assisted by four associate editors: Carol A.
Corrado, Mun S. Ho, Hak K. Pyo, and Bart
van Ark. The five editors reviewed the intro-
duction and all but three chapters of the

book. These three chapters were reviewed by
Charles Yuji Horioka, Cecilia Jona-Lasinio, or
Nicholas Oulton. I thank all of the above and
the many authors for their efforts to produce
this book, which is dedicated to Dale W. Jor-
genson.

Barbara M. Fraumeni
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C H A P T E R

1

Economic growth: a different view
Edward A. Hudson

Wellington, New Zealand

1.1 The emergence of growth

1.1.1 The emergence of growth

Economic growth is the continuing increase in
constant dollar GDP per capita. This growth
started in England in the 18th century. New pro-
duction techniques created a series of cheaper
and new products, creating a succession of
mass markets, starting with cotton goods and
progressing through products made using steam
power, iron, and steel. The United States took
over economic leadership around the turn of
the 20th century (see Maddison, 2006) and it
too has seen a succession of new products and
new industries, resulting in continuing growth.

US real GDP has increased at an average of
3.3% a year since 1890, while GDP per capita
has increased at a 2.0% rate. Growth rates have
varied considerablydthere has not been steady
growth. Table 1.1 shows the trends.

1.2 Our approach

1.2.1 Our approach

We first investigated the growth process in
Hudson (2015). This chapter extends this earlier
investigation, focusing on the United States.

We work at the industry level; this allows us
to identify the mechanisms of growth, how the
economy has changed, and what has driven
these changes. Our industry analysis uses data
from the National Economic Accounts, U.S. Bu-
reau of Economic Analysis (BEA). These indus-
try data start in 1947. For much of our analysis
we compare growth before and after 1973. 1973
was a transition year as the first oil price shock
hastened the end of the rapid growth of the
metals and machinery industries, and an acceler-
ation of the shift to electronics and services.

1.3 Industry growth

1.3.1 Changing structure

Different industries have performed in
different ways. Table 1.2 shows the growth rates
since 1947 for the BEA broad industry categories.

The economy grew at an average of 3.2% a
year, but there was a wide range of growth rates
for different industries, ranging from 0.8 to 4.7%.
These differing growth rates lead to large
changes in the sizes of the various industries.
Mining in 2016 was less than twice its size in
1947, while Information was 23 times its 1947
size. The changes in detailed industries, not

Measuring Economic Growth and Productivity
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TABLE 1.2 Industry growth relative to GDP.

Relative growth rates of value-added quantity indexes

Growth rate relative
to real GDP

Share of current
dollar GDP

1947e2016 1973

Agriculture, forestry, fishing, and hunting 0.9 4%

Mining 0.3 1%

Utilities 0.7 2%

Construction 0.6 5%

Durable goods 1.1 14%

Nondurable goods 0.8 8%

Wholesale trade 1.5 6%

Retail trade 1.0 8%

Transportation and warehousing 0.7 4%

Information 1.5 4%

Finance and insurance 1.3 4%

Real estate and rental and leasing 1.1 10%

Professional and business services 1.4 5%

Educational services 1.1 1%

Health care and social assistance 1.1 3%

Arts, entertainment, and recreation 1.0 1%

Accommodation and food services 0.7 2%

Government 0.6 16%

Other services 0.6 2%

Sum 100%

Source: Based on data from U.S. Bureau of Economic Analysis.

TABLE 1.1 US Economic growth.

Average annual growth rates

1890 to 1913 1913 to 1929 1929 to 1947 1947 to 1973 1973 to 2016 1890 to 2016

Real GDP 3.9% 3.1% 3.4% 4.0% 2.7% 3.3%

Real GDP per capita 2.0% 1.7% 2.5% 2.5% 1.7% 2.0%

Source: Data from Maddison (2006) and U.S. Bureau of Economic Analysis.
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shown here, were even greaterdthe growth fac-
tor for Primary metals was just 1.1, while for
Computers and electronic products it was 1076.

There have been large differences in industry
performancesdeconomic growth involves
continuing change in the structure of spending
and production.

1.3.2 Growth before 1947

Kendrick (1961, 1973) tracked growth by in-
dustry for the period 1899e1966. GDP increased
at an average of 3.4% a year (see Maddison,
2006), but several industries grew at around
double this rate. These were Electric machinery,
Rubber products, Communications and public
utilities, Chemical products, Transportation
equipment, and Petroleum and coal products.
These were the growth industries of the industri-
alization of the United States over the first half of
the 20th century.

1.3.3 Leading industries 1947e1973

Table 1.3 shows the development of industries
leading the economy in the years 1947e1973.

Rapid growth in this period was concentrated
in just five industries, accounting for less than
10% of total value added (GDP). These industries

continued their rapid growth from earlier in the
century. However, four of these five industries
slowed after 1973, falling below the GDP growth
rate. The one remaining rapid growth industry,
Petroleum and coal products, accounted for less
than 1% of GDP. With the old growth drivers
slowing after 1973, new leading industries were
required if GDP growth was to continue.

1.3.4 Growth industries after 1973

Table 1.4 shows the development of indus-
tries which led the economy after 1973.

Only one of these seven later growth indus-
tries had been a leader in the earlier period.
This was joined by six new leaders. Computer
and electronic products, some of Information,
some of Finance, Air transportation, and some
of Professional and business services were rela-
tively new products, now beginning to grow
rapidly. Wholesale trade also grew rapidly
(reflecting new ways of organizing business
rather than being a new product).

Not all industries within Information, Finance
and insurance, and Professional and business
services were fast-growing, but, due to several
data series not starting until after 1973, we could
not identify these more detailed industries for
Table 1.4. Our estimate is that these fast-

TABLE 1.3 Rapid growth industries 1947e1973.

Growth rate relative
to real GDP

Share of current
dollar GDP

1947e1973 1973e2016 1973

Chemical products 2.0 0.5 1.9%

Machinery 1.6 �0.1 2.2%

Plastics and rubber products 1.5 0.6 0.8%

Petroleum and coal products 1.5 2.7 0.4%

Other transportation equipment 1.4 0.1 1.1%

Note: These are industries with growth exceeding 1.4 times real GDP growth, 1947e73.
Source: Based on data from U.S. Bureau of Economic Analysis.
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growing new products represented less than
10% of GDP; this is similar to the share of leading
industries in the 1947e1973 period.

1.3.5 Industry changes

Economic growth depends on a few indus-
tries growing rapidly; these growth leaders
have accounted for only a small part, around
10%, of GDP. Most industries grow at close to
the overall rate of GDP growth. A growth leader
will ultimately saturate its market and slow.
New leading industries have then emerged.
The emergence of new growth leaders is critical
to overall growth continuing.

History since 1947 shows these mechanisms
in action. A new set of growth industries
emerged in the 1970s. These electronics and ser-
vice industries superseded the mechanical and
materials industries of the earlier period.

1.4 Growth of demand

1.4.1 Keynes and FDR

Keynes (1936) saw that economies produce in
response to spending. Keynes rejected the clas-
sical mantra, often expressed as Say’s law, that
all markets would equilibrate so that the

economy would always operate at full capacity.
This classical view was that production capacity
would create equal demand. Keynes demonstrated
the opposite chain of causationddemand ruled,
demand would drive production. Actual pro-
duction would be whichever was lessddemand
or full capacity.

The Great Depression of the 1930s demon-
strated that Keynes was right. Keynes provided
the theoretical answer to recovery, but Franklin
Delano Roosevelt (FDR) had already demon-
strated in practice the primacy of spending.
FDR’s answer was simply to increase spending,
whether by government spending directly or gov-
ernment income support to boost private
spending. (In fact, it was not until World War II
that defense spendingdroveGDP to full capacity.)

Keynes’ policy recommendation for economic
recovery was half right, but only half. Keynes
focused on investment and argued for more pri-
vate and government investment. However,
Keynes’ own logic implies that any boost to
spending would have helped recovery. This
could be personal consumption, private invest-
ment, government purchases, or exports. (These
are all part of the equilibrium condition of
Keynesian theory: Y ¼ C þ I þ G þ X � M.)

Keynes’ insights and FDR’s policies demon-
strated at the macroeconomic level that demand

TABLE 1.4 Industries leading growth after 1973.

Growth rate relative
to real GDP

Share of current
dollar GDP

1947e1973 1973e2016 1973

Computer and electronic products 1.2 5.4 1.5%

Petroleum and coal products 1.5 2.7 0.4%

Information 1.1 1.8 3.8%

Finance and insurance 1.0 1.7 4.0%

Wholesale trade 1.3 1.6 6.4%

Air transportation na 1.5 0.4%

Professional and business services 1.4 1.4 5.0%

Note: These are industries with growth exceeding 1.4 times real GDP growth, 1973e2016.
Source: Based on data from U.S. Bureau of Economic Analysis.
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(spending) leads and supply (production) fol-
lows; they apply equally at the industry level
at which we are working.

1.4.2 Final demand

Final demand is the sum of personal con-
sumption expenditures, private investment, gov-
ernment purchases, and net exports. Total
expenditure is much larger than final demand,
as primary and intermediate goods and services
are needed in the production of finished goods
and services.

Personal consumption is the largest category
of final demand, typically accounting for around
65% of GDP. Private investment accounts gener-
ally for around 15% with government purchases
typically adding a further 20%. Net exports of
goods and services have generally been small

although exports and imports each have aver-
aged around 10% of GDP.

1.4.3 Growth in final demand

Most categories of final demand have grown
roughly in line with GDP. However, a few types
of final demand purchases have grown more
rapidly. These rapid growth categories are
shown in Table 1.5.

From 1947 to 1973 consumption spending on
Motor vehicles, Recreational goods and vehicles,
and Health care grew rapidly. This changed after
1973 when Durable equipment, Recreational
goods and vehicles, Other durable goods, and
Recreation services became leaders.

Private investment grew more rapidly than
GDP. The two rapid growth types of investment,
both before and after 1973, were Information

TABLE 1.5 Rapid growth types of final demand.

Growth rate relative
to real GDP

Share of current
dollar GDP

1947e1973 1973e2016 1973

Rapid growth within personal consumption

Motor vehicles and parts 1.6 1.0 3.8%

Furnishings and durable household equipment 1.0 1.5 2.7%

Recreational goods and vehicles 2.0 3.5 1.8%

Other durable goods 1.2 1.7 0.9%

Health care 1.5 1.1 4.7%

Recreation services 0.8 1.6 1.3%

Rapid growth within gross private domestic investment

Information processing equipment 2.5 4.3 1.4%

Intellectual property products 1.8 2.4 1.6%

Rapid growth in international trade

Exports 1.0 2.0 6.7%

Imports 1.7 2.0 6.4%

Note: Spending with growth exceeding 1.4 times the real GDP growth rate in either time period.
Source: Based on data from U.S. Bureau of Economic Analysis.

1.4 Growth of demand 5



processing equipment and Intellectual property
products. Exports grew rapidly but detailed
data are not available for the two time periods
here. In recent years, exports of financial and in-
formation services have grown rapidly.

Rapid growth in final demand has been
concentrated in a relatively small number of
spending categories, some in personal consump-
tion and some in private investment (and,
recently, some in services exports). Some types
of final demand grew rapidly both before and af-
ter 1973, while some early leaders slowed but
were replaced by new types of spending.

1.4.4 Interindustry demand

Final demand drives demand for all the
different industries through an inputeoutput
process of the type first described by Leontief
(1941). Industries supplying rapidly growing
producers of finished goods and services will
themselves grow relatively rapidly; conversely,
industries supplying producers of slowing cate-
gories of final demand will tend to have slow
growth.

1.5 Development of consumer demand

1.5.1 Importance of consumers

Economic growth, on the expenditure side, is
growth in final demand. Personal consumption
expenditure accounts for most of GDP while
much investment spending is directed to
creating capacity for the production of consumer
goods and services. In short, consumers are the
key to understanding economic growth.

1.5.2 Product innovation

Innovation is central to the growth of con-
sumer spending. New or vastly improved con-
sumer products come from innovation. This
could be process innovation which reduces costs,

permitting such a large reduction in prices that a
mass market is created; or, it could be product
innovation which greatly improves an existing
popular product; or, it could be product innova-
tion which creates an entirely new product for
which a mass market develops.

Some examples illustrate different ways in
which product innovation has occurred. The
automobile created a mass market by reducing
the time cost of personal travel. Distributed elec-
tricity was an entirely new product, allowing the
adoption of all sorts of useful electrical machines.
Household electrical appliances created huge
markets as they drastically reduced the time
required for housework. Another set of prod-
ucts, radio and television, provided new types
of entertainment services, creating huge new
markets. The telegraph created the initial market
for rapid personal communication, but subse-
quent developments such as the telephone and
cellular mobile telephones vastly improved and
cheapened the service such that the market
kept expanding for more than a century.

1.5.3 Creating a mass market

The growth of a popular new product follows
a logistic path. This is an S-shaped path of slow
growth on introduction, accelerating growth as
adoption spreads by a contagion-like process,
and then slow growth as the market becomes
saturated. Logistic growth is a demand-led
process.

The critical outcome, from the point of view of
economic growth, is the creation of a mass mar-
ket. There are several key features in the creation
of mass markets.

The emergence of the “consumer society” (the
term given by Lebow (1955) although the
concept originated as far back as Veblen (1899))
allowed consumer demand to keep increasing
even when people’s basic needs had already
been met. In the consumer society, people seek
status or recognition from their peers, or even

1. Economic growth: a different view6



just self-esteem, from being seen to have the lat-
est products.

Marketing is central in maintaining the con-
sumer society. Marketing informs customers of
the product and its benefits, helps persuade po-
tential customers that they need the product,
and makes it accessible and easy to purchase.
The development of product design, of more
effective and diverse advertising on new mass
media, and of multiple retail channels have
worked together to reinforce the consumer
society.

Then, potential customers must have or be
able to get the money to buy new products. Con-
sumer spending cannot grow if people simply
spend out of their current incomes. Spending
growth requires that some customers spend
more than their current income. Consumer credit
permits this. The development of multiple forms
of consumer or household credit has enabled the
continuing growth in consumer spending.

1.6 Development of investment demand

1.6.1 Expand capacity

GDP growth typically is led by consumer de-
mand for new and popular goods and services.
Capacity to produce these popular new goods
and services requires rapid expansion of the cap-
ital stock in the growth industries. Demand for
these investment goods, whether structures or
equipment or intellectual capital products, in-
creases accordingly.

1.6.2 Adoption of new processes

Productive new technologies often are
embodied in physical or intellectual capital. As
industries throughout the economy strive to
adopt these new technologies, the demand for
these capital goods can expand rapidly. This
leads to increasing demand for these investment
goods.

1.6.3 Investment in mainstream
industries

The established or mainstream industries,
which make up the great bulk of the economy,
grow in line with GDP. Even this moderate
growth requires continuing expansion of the
capital stock.

1.7 Different growth paths

1.7.1 Different behaviors

Some final demand industries grow particu-
larly rapidly. These industries also generate
increasing demand for industries supplying
them with intermediate goods and services. We
look in the following sections at some specific ex-
amples of rapidly growing industriesdMotor
vehicles, Steel, Computers and electronic compo-
nents, and Computer systems design. Most in-
dustries grow roughly in line with GDP, so we
look at the features of a typical mainstream in-
dustry, Arts, entertainment, and recreation.
Finally, a few industries are in relative or abso-
lute decline. These might be former leading in-
dustries which have saturated their markets or
industries which have been left behind by chang-
ing tastes or industries which have been over-
taken by foreign competition. We look at an
example of a declining industry, Steel.

The industries considered earlier were taken
from the National Economic Accounts and are
relatively broad. Some of these broad industries
show the introduction and adoption of new
products but to see the life cycles of important
metals and mechanical industries, early growth
leaders, we use more detailed data from the
U.S. Census Bureau and other sources.

1.7.2 Leading industries

A good example of a growth industry is Mo-
tor vehicles. Fig. 1.1 shows Motor vehicles per
household along with a logistic curve fit to these
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data. (These include all motor vehicles, not just
those owned by households.)

The motor vehicle industries took about 100
years to complete their growth cycle. Sales began
to accelerate with the introduction of the Ford
Model T in 1908, grew rapidly until the 1970s,
and then slowed as markets for vehicles became
saturated.

This growth of a leading industry pulls its
supplying industries along similar growth paths.
Steel is a major input to motor vehicles. The
growth curve for steel, shown in Fig. 1.2, peaks
at the same time as motor vehicles. (In addition,
several other steel-using industries, such as ap-
pliances, approached market saturation at
around this same time.)

A more recent growth industry is Computers
and electronic components; Fig. 1.3 shows its
growth cycle. Computers experienced rapid
growth beginning in the 1970s and are still
growing but now at slower rates as their market
matures (approaches saturation).

In turn, new growth industries are emerging.
A particularly important one is Computer sys-
tems design and related services. Its growth
curve is given in Fig. 1.4. This industry is still
on the rapid growth part of the logistic curve.
There is no telling when its rapid growth will
stop or what will be the ceiling level of output.
Ceilings of anything from 300 to 900 (relative
to 2009 ¼ 100) are consistent with the logistic
curve to date.

    Note: Motor vehicles includes all automobiles, vans, trucks and busses.
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FIGURE 1.1 Motor vehicles per household. Source: Data
from U.S. Census Bureau.

Note: U.S. annual consumption of steel, million tons.
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FIGURE 1.2 Consumption of steel. Source: Data from U.S.
Census Bureau and World Steel Association.

Note: Gross output quantity index, 2009 = 100.
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FIGURE 1.3 Computers and electronic components.
Source: Data from U.S. Bureau of Economic Analysis.

Note: Gross output quantity index, 2009 = 100.
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FIGURE 1.4 Computer systems design and related ser-
vices. Source: Data from U.S. Bureau of Economic Analysis.
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1.7.3 Length of the growth cycle

The logistic process means that a leading in-
dustry will grow rapidly until its market be-
comes saturated. From that point, demand for
the product will grow only with average in-
comes (or even less rapidly). The previously
leading industry will become a mainstream or
even declining industry.

The examples above indicate that a long time
is required for a major new product to work
through its full adoption process. Motor vehicles
reached 90% of full market penetration in the
1970s, around 75 years into their life cycle. The
logistic curve for Computers and electronic com-
ponents suggests that penetration reached 93%
in 2016, 70 years into its life cycle.

Bowden and Offer (1994) report on the market
penetration of many appliances. They distin-
guish between “time-saving” and “time-using”
appliances. (Time-using appliances are those
used for entertainment or leisure.) Adoption pe-
riods for time-saving appliances are long; for
example, the refrigerator took 43 years to reach
75% penetration, the washing machine took 60
years and the vacuum cleaner 76 years. These
features are consistent with our analysis of Mo-
tor vehicles and Computers. Adoption of time-
using appliances typically is much more rapid;
for example, black and white television took 14
years to reach 75% adoption, radio took 16 years,
and color television took 22 years.

1.7.4 The growth path of mainstream
industries

Mainstream industries make up the bulk of
the economy. These cater to established markets
and, as such, growwith incomes and/or popula-
tion. Reflecting their demand drivers, their
growth is exponential, not logistic. Fig. 1.5 shows
the growth of the Arts, entertainment, and recre-
ation industry, together with its exponential
trend.

1.7.5 The path of declining industries

A few industries are in decline. These typi-
cally were once growth or mainstream industries
whose products are no longer in demand. A
prime example is steel. This industry grew
rapidly for decades but many of the markets
for the products in which steel is used (products
such as motor vehicles, machinery, and appli-
ances) became saturated in the 1970s. Steel con-
sumption then leveled off. Fig. 1.6 shows the
trends. Production followed the same trends as
consumption, but employment in steel-making
has fallen steadily, due to efficiency improve-
ments within the industry.

Note: Gross output quantity index, 2009 = 100.
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FIGURE 1.5 Arts, entertainment, and recreation. Source:
Data from U.S. Bureau of Economic Analysis.

Note: Consumption and production in tons, all series are scaled to 1974 = 1.
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FIGURE 1.6 Steel use, production, and employment.
Source: Data from U.S. Census Bureau, U.S. Bureau of Labor Sta-
tistics and World Steel Association.
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1.8 Sustaining economic growth

1.8.1 Maintaining demand growth

Growth can be disrupted if spending in-
creases at either an inadequate or an excessive
rate relative to productive capacity. Restrictive
financial and credit conditions and/or restrictive
government spending can lead to falling de-
mand and so to recessions. Conversely, too rapid
growth in spending, reflecting overly permissive
credit conditions and/or excessive government
spending, can lead to accelerating inflation.
High or rising inflation leads to inefficient
spending and investment decisions and finally
to economic disruptions resulting from correc-
tive government policies.

Suitable government policy can keep aggre-
gate demand growing in line with productive ca-
pacity. The principal tools open to governments
to stabilize growth are fiscal policy (changing
government revenues and spending) and mone-
tary policy (changing credit conditions). Fiscal
policy led the way out of the Great Depression.
Monetary policy was used to bring under control
the high inflation of the 1970s. Both policies
work by influencing demanddconsumer, in-
vestment and/or government spending.

1.8.2 Supply growth in leading industries

Leading industries must expand production
rapidly to meet the growing demand. This is
illustrated by motor vehicles. Kendrick’s (1961,
1973) growth accounting of the Transportation
equipment industry covers the years of its most
rapid growth, 1899e1966. Output increased at
an average of 6.4% a year. Factor inputs
accounted for around half the increase in output,
total factor productivity (TFP) the remainder.
Although productivity gains were vital, massive
growth in labor and, in particular, capital inputs
also was needed.

1.8.3 Growth of production in general

Economic growth requires overall production
to keep increasing to sustain the continuing
growth in demand. Labor, capital, and produc-
tivity have all been essential contributors to
this production growth although factor inputs,
rather than productivity, have been dominant.
Jorgenson (2005) has analyzed the sources of
growth for 1948 to 2002 finding that labor quan-
tity accounted for 20% of GDP growth, labor
quality 10%, capital quantity and quality 50%
with TFP providing the remaining 19%.

1.9 Innovation and growth

1.9.1 The roles of innovation

Innovation is vital to economic growth. Prod-
uct innovation (innovation on the demand side)
leads economic growth while process innovation
(innovation on the supply side) helps production
increase to meet the growing demand.

1.9.2 The nature of product innovation

Product innovation seeks to design and mar-
ket new products, or to greatly improve existing
products, for which there are large potential
markets. This innovation might be directed to
creating entirely new products, or to improving
the appeal of existing products, or to reducing
the price of existing products to such an extent
that new mass markets are created.

It typically is individuals or small companies
who lead the search for radical new products.
These people have little existing business to lose
and every incentive to throw the dice for a big
win. In contrast, existing businesses tend to focus
on incremental improvements or extensions to
existing products. (Reluctance to undermine
existing success is characterized by Christensen
(1997) as “the innovator’s dilemma.”)
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1.9.3 Innovation in production

Jorgenson (2005) calculates that gains in capi-
tal quality contributed 10% of GDP growth from
1948 to 2002. These gains presumably were
incorporated into new capital and so were intro-
duced through new investment, principally in
the mainstream industries. These productivity
gains tend to be spread over time as the new
technology is gradually adopted and as existing
capital is replaced.

In addition, some improvements come from
incremental improvements in operating effi-
ciency. Most businesses try to increase margins
by reducing unit costs. Reductions in costs are
akin to the dual of productivity gains. These im-
provements typically come from managers and
engineers working steadily to reduce costs/
improve efficiency.

1.9.4 Research and development

Discussions of economic growth often asso-
ciate productivity improvement with research
and development (R&D) carried out by estab-
lished businesses or institutions. What matters
for economic growth is either highly attractive
new or improved consumer products, or produc-
tion advances which clearly reduce operating
costs; these changes may or may not follow
from R&D activity. Many product advances
come from new or small businesses, many cost
reductions come from operating personnel
rather than R&D, and many reductions in unit
costs come simply from economies of scale.
R&D undoubtedly is important, but it is only
one among several features underlying growth
in production and productivity.

1.10 The outcome

1.10.1 Increasing incomes

Economic growth has generated huge in-
creases in average income. Real GDP per capita

increased at an average of 2.0% a year from
1890 to 2016; this corresponds to average real in-
comes increasing by a factor of 12. These gains in
material standards of living have been accompa-
nied by huge gains in health, life expectancy, ed-
ucation, leisure time, and leisure opportunities.

1.10.2 Who gains?

Income never is equally distributed; in fact,
market income generally is distributed in a log
normal fashion. In the short run, economic
growth moves most people to higher incomes.
However, some incomes will fall such as a result
of people losing jobs or people entering retire-
ment. Low income earners get some protection
by the safety net provided by modern-day tax
and transfer programs. In the long run, though,
the entire distribution moves to the right so
that virtually everybody gains from higher in-
comes as well as from improved health, educa-
tion, and consumption choices.

1.10.3 Constant change

Labor and capital in growth industries have
experienced rapidly rising incomes. However,
as leading industries mature this income growth
slows. New leading industries emerge, but these
new industries typically involve different skills,
different capital, and different locations.

Recent experience highlights these processes.
Motor vehicles and steel, growth industries until
the 1970s, are now static or even in decline. This
decline has been concentrated in the Midwestern
industrial states. Not only has demand leveled
off but some production has moved to lower
cost locations. Parallel to this, growth industries
in entertainment, finance, electronics, and soft-
ware have emerged, leading to boom times in
different locations.

As mainstream industries make up the bulk of
the economy, workers and capital in these indus-
tries generally enjoy incomes rising along a
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moderate trend. Even here, though, there is
change as capital substitutes for labor and as
productivity advance releases inputs.

Change is continual. Workers and capital in
declining industries or workers whose jobs are
replaced by capital have either to change occupa-
tion and/or industry and/or location or put up
with lower incomes. While virtually everyone
gains in the long run, the continuing changes in
spending and production patterns generate a
complex pattern of changes in income and in-
come distribution.

1.11 Our view of economic growth

1.11.1 Our view

Our view of economic growth operates at the
industry level. We introduce a demand side,
based on people’s spending behavior. Growth
is driven by demand for innovative products,
whether consumer products or investment prod-
ucts, and the industries which cater to these de-
mands. In addition, these growth industries
create growing demand for their supplying in-
dustries through the inputeoutput mechanism.
However, the rapid growth industries account
for only around 10% of the economy. The bulk
of the economy, the established industries,
grows at a moderate rate; demand for their prod-
ucts is driven by population and average in-
comes. In time, the growth industries will
saturate their markets and their growth will
slow. Continuing economic growth then de-
pends on the emergence of new mass market
products which create new growth industries.

Production capacity increases by using more
and better labor, more and better capital, and
by improvements in TFP. Production in each in-
dustry is the lesser of demand and capacity. In
this way, production responds to growing de-
mand; economic growth is demand-driven and
supply-enabled.

Innovation is vital for economic growth. We
separate innovation into two typesdproduct

innovation and process innovation. Product
innovation underlies the creation of new prod-
ucts which lead to the new mass markets which
are the drivers of growth. Process innovation
operates on the supply side by increasing pro-
ductivity; process innovation contributes to the
expansion of supply to accommodate increasing
demand.

1.11.2 HudsoneJorgenson

Our approach could be expressed formally in
a model of the type pioneered by Hudson and
Jorgenson (1974). The HudsoneJorgenson
framework had multiple industries, a Leontief
type of inputeoutput structure but with endog-
enous price formation and endogenous inpute
output coefficients including for factor inputs,
and an endogenous consumption component of
final demand. The characteristics of consump-
tion expenditure and capital formation devel-
oped above could be incorporated into this
earlier framework.

1.11.3 Schumpeter

Schumpeter (1942) described a long economic
growth cycle. Innovation by entrepreneurs, in
the pursuit of profit, leads to the introduction
of new products. Some of these will be commer-
cially successful. Their markets will grow
rapidly until finally they fade and disappear.
This final stage is Schumpeter’s “creative
destruction.” New products then appear and
go through their own boom and bust cycle. In
this way, with a succession of new product cy-
cles, the economy moves forward.

Our concept of leading or growth industries is
similar to Schumpeter’s. However, we do not
view growth as moving in cycles; instead we
have identified growth industries at only around
10% of the economy with most of the economy
growing at modest rates, in line with GDP. Nor
do we stress creative destruction. Our view is
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that when the markets of growth industries
become saturated, their growth simply slows.
But, like Schumpeter we view economic growth
as depending on a succession of innovative
products creating new mass markets.

1.12 Relationship to existing theory

1.12.1 Existing growth theory

The central result of growth theory in the Solow
(1956) tradition is that GDP growth converges to
a steady rate; in the simple models this rate is
g þ n, the rate of growth of labor effectiveness
plus the population growth rate. This theory is
mathematically elegant and has some intriguing
implications, such as Samuelson’s (1965)
catenary turnpike establishing that there is a
unique optimal growth path and that balanced
growth converges to this path. However, this
theory does not explain growthdboth the
growth coefficients are given from outside of the
model. More recent developments have tried to
ease some of the limitations of the Solow
framework. These developments include AK
models and endogenous growth theory (see, for
example, Romer (1986, 1990) and Lucas (1988)).
Capital has been extended to include human
capital and no longer exhibits diminishing
returns. And, productivity advance, the driver
of growth, has been endogenized by appealing
to R&D, knowledge, and learning by doing.

1.12.2 Growth accounting

Growth accounting, in particular the KLEMS
approach led by Dale Jorgenson, provides a
different perspective. Growth accounting sepa-
rates growth, either of GDP or at the industry
level, into contributions by factor quantities
and qualities, and TFP. Growth accounting is
not a theory of growth; rather, its objective is to
better understand the process of growth on the
production side.

1.12.3 Scientific theory

Theory in some sciences, such as physics, seeks
to predict accurately the outcome of a process. An
example is Newton’s law of gravity: F ¼ G �
M1 �M2 / D2 where the gravitation force, F, be-
tween two bodies depends on their masses and
their distance apart. G is a constant, originally
inferred from observations. This model is univer-
sally applicable. This theory does not get
involved with how gravity works but simply
predicts its outcome with universal accuracy
(short of radiation moving at light speed).

Conventional growth theory is similar in
seeking a standard, universally applicable,
mathematical, predictive model. However, con-
ventional growth theory does not generate uni-
versally accurate predictions. Economic growth
is about people, and people are not universally
regular and consistent. Events such as wars,
the Great Depression, the Global Financial
Crisis, and bad government seem to recur. The
United States has survived these events and
GDP growth has continued, although at varying
rates. It is possible to put a trend through actual
growth, but this does not represent accurate pre-
diction. Gordon (2016) makes a similar point
with his observation that US growth has deceler-
ated since 1973. As this slowdown began a full 45
years ago, it is hardly a transitory blip.

Neither our approach nor growth accounting
aspires to be a universally applicable, predictive
theory.

Theory in many natural sciences, such as
biology, is differentdit seeks to explain a process
so we can understand its operation and outcome.
An example is Darwin’s theory of evolution.
This is that species evolve as genetic changes
which enhance survival and reproductive suc-
cess become more common in successive gener-
ations of a population. There is no mathematics
involved and there are no predictions. However,
Darwin’s theory provides an explanation of evo-
lution which allows us to understand what is
going on.
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Endogenous growth theory attributes growth
to increased capital, including human capital,
and to reported R&D. Although both are impor-
tant, they are not the whole story. The human
sources of growth, such as new product creation,
marketing, consumer behavior, and improve-
ments in operating efficiencies, also are impor-
tant. Conventional theory does not explain
economic growth.

Our approach is a theory in the sense of the
natural sciencesdit clarifies the processes
involved with economic growth and allows us
to better understand growth. Similarly, growth
accounting is concerned with measuring what
has happened, not with predicting what will
happen. Our approach is complementary to
growth accountingdwe aim to advance under-
standing on the demand side, the driver of
growth, while growth accounting advances un-
derstanding on the production side, the sus-
tainer of growth.

1.12.4 Understanding

The two fundamental questions involved in
understanding economic growth are: how does
growth happen and why does it happen?

Our analysis shows how economic growth
operates. Growth is driven by a succession of
new and popular products which lead to a suc-
cession of rapid growth industries; these, in
addition to the continuing moderate growth of
established industries, keep increasing demand.
At the same time, production capacity increases,
through investment, productivity improvement,
and more employment, to meet this rising de-
mand. Growth is demand-led and supply-
enabled.

Our approach also shows why growth
happeneddbecause of consumer behavior. Con-
sumers always want new and popular products
or just cheaper products. Adoption of these new
products leads spending growth until their mar-
kets become saturated at which time consumers’

imaginations are caught by new products which
lead to new rounds of spending growth.

1.13 Other countries

1.13.1 Other countries

We have described the growth of the United
States. This growth has been led by rapid growth
in spending on a succession of new consumer
and investment products. Many, although
certainly not all, other countries have also
achieved continuing GDP growth. All have
used the same processes although the demand
drivers and leading industries have differed.

The western European countries have fol-
lowed the US model of consumption- and
investment-led growth; some countries have fol-
lowed a commodity-led path, exporting essential
materials and foodstuffs to industrialized coun-
tries; and some countries have followed a low-
cost path, exporting low-priced goods to higher
income countries.

The US model will continue to be effective as
long as consumers rush into new products. The
commodity export strategy faces more risks as
commodity use in high-income countries slows
with the shift from goods to services. The low-
priced export strategy also has risks as rising in-
comes, and so costs, diminish the export price
advantage.

1.14 Conclusion

1.14.1 Conclusion

We have set out a different approach to
viewing economic growth. We seek to clarify
and understand how economic growth works.
Unlike conventional growth theory, we do not
seek to develop a universally valid predictive
model. We are not seeking to replace conven-
tional theory but rather to complement it with
a framework which allows better understanding.
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The essence of our methodology is to intro-
duce a demand side and to look at growth at
the industry level. With this innovation:

• economic growth becomes less of a black box;
the processes are revealed;

• demand (or spending) leads the economy;
economic growth depends on a succession of
innovative products for which mass markets
emerge; production responds to demand;

• the nature and role of innovation are clarified;
innovation is essential both on the product
side (for demand) and the process side (for
supply);

• the vital roles of credit and of government
stabilization policy become clear;

• it becomes apparent that there is nothing
automatic or necessarily steady about
economic growth;

• we can better understand the industrial,
occupational, income distribution, and
geographic changes which are inevitable
features of economic growth.
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scope, and relevance of the US national
accounts: the intersection of theory,

research, and measurement
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2.1 Introduction

This chapter describes the evolution of the US
National Accounts with a focus on the intersec-
tion of measurement, theory, and economic
research. The evolution and durability of Na-
tional Accounts as the mainstay of macroeco-
nomic analysis and policy stems from the
measurement of the US economy across factors
of production, industries, products, and geogra-
phy within a theoretically consistent, compre-
hensive, unduplicated, double-entry system of
economic accounts. Over time, as the economy
and economic policy needs have changed, eco-
nomic theory, measurement, and the national ac-
counts have been continuously updated to track
these changes. Much of this success, relative to
leading, coincident, and other sets of business
cycle indicators, which have been described as
“measurement without theory,” is attributable
to the fact that the National Accounts evolution

has been based on the continuous interaction of
theory and measurement.

The organization of this chapter is as follows:
First, the importance of basing economic mea-
sures on economic theory so that they can be suc-
cessfully used for hypothesis testing, projections,
and economic policy is explained. Second, an
overview of the integration of theory and mea-
surement from the perspective of today’s Na-
tional Accounts is presented. Third, the history
of the interaction between research, theory, and
measurement in the evolution of the US National
Accounts is described. Finally, an agenda of next
steps for improving the accuracy, timeliness, and
relevance of the National Accounts is presented.

2.2 Measurement without theory

Koopmans (1947), in his famous article, “Mea-
surement Without Theory,” provided a critical

Measuring Economic Growth and Productivity
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review of Burns and Mitchell’s NBER volume
Measuring Business Cycles. His criticism was
that the indicators approach used by the authors
was purely empirical. As Koopmans described
it, their work was empirical in the sense that:
“The various choices as to what to ‘look for,’
what economic phenomena to observe, and
what measures to define and track are made
with a minimum of assistance from theoretical
conceptions or hypotheses regarding the nature
of the economic processes by which the variables
studied are generated.”

The problems with such indicators are well
known to the users and producers of such indi-
cators and to econometricians. Leading and coin-
cident indicators selected for their relationship to
aggregate economic activity in the past often are
less than helpful as the structure of the economy
and the causes of business cycles vary over time.
As a result, leading and coincident indicators
have to be regularly updated through the addi-
tion, deletion, and reweighting of the system in-
dicators. Unfortunately, while the revised US
index of leading indicators provide a better ex-
ante fit, and better reflect history and the most
recent cycle(s), they have been of limited value
in correctly predicting downturns in advance.1

One of the foundations of econometrics
courses is the importance of theory and the prob-
lems of measurement and research without the-
ory. Instructors underline the need for classic
hypothesis testing and theoretically based
modeling. They warn that correlation does not
prove causation, and that omitted variables,
proxy variables, and changes in underlying rela-
tionships can undermine the best-looking re-
sults. (A more recent version of this discussion
arises in the use of big data for economic
projections).

In contrast, the National Accountsdwhich
were being extended and further developed in
the 1940s at the time Koopmans wrote this

articledwere a well-specified set of double-
entry economic accounts that provided a
comprehensive, unduplicated estimate of overall
production, income, and expenditure using
consistent principles of economic valuation, ag-
gregation, timing, geography, and transfer of
ownership. The components could be aggre-
gated to total production, expenditures, and
income.

The circular flow, and double-entry systems,
of the national accounts has their foundations
in economic theory dating back to Cantillon
(1755) and Quesnay’s (1766) Tableau Economi-
que. These and later circular flow accounts
included the double-entry production and sales
of goods and services for households, prices,
and the income paid by producers to the factors
of production (households). The categories in the
accounts arose from a long economic literature
on production, consumer spending, capital accu-
mulation, and international trade. The compo-
nents were also well suited for accurately
measuring the overall state of the economy, the
impact of changes in the components on the Na-
tional Income and GDP, and the testing of hy-
potheses about the determinants of such
changes. Prominent examples of theories that
could be tested at that time and used in policy
included Keynes’ marginal propensity to
consume, his multiplier, and the effects of war
mobilization and demobilization on private con-
sumption, investment, productivity, and
inflation.

2.3 Today’s national accounts and
economic theory

Perhaps the easiest way to describe the inte-
gration of theory in today’s national accounts is
from the perspective of today’s national accounts
as described in virtually any intermediate

1 See, for example, Diebold and Rudebusch (1991) Filardo (1999).
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macroeconomic textbook. Most textbooks start
by describing the economy through a circular
flow diagram of the accounts, then extending
the accounts from simple closed and open econ-
omy models to the IS-LM model and the Solow
growth model. Mankiw (2016) is particularly
good in presenting the underlying theory and
model and then presenting empirical evidence
regarding key hypotheses. These basic models
are normally presented within the National Ac-
counts System and the identities and compo-
nents in the accounts are used to explain:

• Equilibrium in production and distribution in
the short and long run. The equilibrium is
shown to be based on firm and household
micro-theory and macro-theory and
implemented using the National Income and
Product Accounts structure and data

• The role of interest rates, prices, and exchange
rates in equilibrating markets

• The trade-off between inflation and
unemployment

• The accounting identity in an open economy
that shows that the difference between
aggregate demand and aggregate supply
(and saving and investment) is equal to the
trade deficit (e.g., the “twin deficits”)

• Net National Product (GDP less depreciation,
or the capital used up in production which
must be replaced) as a measure of sustainable
output for the nation.

• The impacts of fiscal and monetary policy
including the Keynesian multiplier

• Understanding individual and aggregate
consumer behavior

• The determinants of investment by type of
investments (equipment, structures,
inventories, and intangible assets)

• Changes over time and across business cycles
in the distribution across the components of
production, income, and expenditures

• The impact of government deficits in the short
and long run

• Growth accounting and the determinants of
growth over time and across countries

• Inflation and output and the importance of
index number theory in aggregation

2.4 Joint evolution of theory, research,
and national accounts

Although today’s National Accounts seemed
to be well-integrated with theory and well-
designed to answer economic policy and other
questions, their evolution has been a long pro-
cess.2 Political economy and National Accounts
have always been concerned with political and
economic policy using economic theory and
data to understand key issues ranging from the
gains from free trade to the sources of economic
growth. However, the process has been discon-
tinuous with theory, research, and measurement
advancing at different rates, but all interacting to
improve both economic theory and the accuracy
and relevance of the National Accounts. For
example, looking at today’s textbook presenta-
tion, the accounts look like they were designed
based on Keynesian models, but while Keynes
played a key role as a “theoretician, compiler,
supporter and user” of the evolving accounts,
the basic structure of the accounts was estab-
lished in the early 1900s or earlier, well before
Keynes’ contributions.3

Early 1700s to 1900: Early versions of the Na-
tional Accounts (also known as Social Accounts)

2 For a history of the evolution of the National Accounts, see Kendrick (1970), Carson (1975), Marcuss and Kane
(2007), Landefeld (2000), Landefeld, Daley, Greenspan, Baily and Shapiro (2000).
3 Tilly (2009).
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were theoretical models that described the circu-
lar flow of commodities and goods and the dis-
tribution of income across classes of the
population and geography, Boisguillbert (1707)
and Cantillon (1755). Quesnay (1766) presented
a more highly developed set of circular-flow
“Tableaux Economiques” based on double-
entry accounting that included elements of the
identity between income, product, expenditure,
and distribution of income accounts. They also
had elements of today’s Industry InputeOutput
Tables. These “Tableaux” were theoretical de-
scriptions of the functioning of an economy
that was used by Quesnay and the Physiocrats
for an “investigation of the technical and social
conditions which allow the repetition of the cir-
cular process of production.”4 Marx (1885) later
developed a version of the circular-flow
Tableaux to describe his own theory of produc-
tion and income distribution.

In the United States, a number of individuals
and organizations made important contributions
to the concepts, theory, architecture, and mea-
surement of national income accounts. These
included National Income estimates published
by Tucker in 1843 and 1855, by Seaman in
1852, and by Spahr in 1885. Spahr (1896) also
developed estimates of the distribution of in-
come across households.5

1900e32: The budgetary and economic
impact of World War I spurred research and
analysis on the impact of the war. During this
period, the National Bureau of Economic
Research (NBER) and others were also interested
in measures that would help in evaluating social
and political problems. These efforts in the early

1900s included estimates of National Income
published by King of the Federal Reserve Board
in 1915; Miller in 1918; Anderson in 1921; the Na-
tional Income Conference Board in 1927; Mitch-
ell, King, Knauth, and McCauley of NBER in
1921; and Walker of the Federal Trade Commis-
sion in 1926.6 Mitchell et al. (1922) also made es-
timates of the distribution of wealth across
households. All these efforts added to the con-
ceptual, theoretical, and empirical development
of the official National Accounts.

1933e50: Attempts to better understand and
track the Great Depression and the prolonged
subsequent recovery, followed by efforts to bet-
ter plan for posteWorld War II mobilization
and demobilization, were a major impetus for
improvements in theory and the national ac-
counts. The President and the Congress needed
a consistent and comprehensive measure that
would allow them to track the path of the reces-
sion and the impact of policiesdin the aggregate
and by industrydto lift the economy out of
recession. The official set of National Income es-
timates produced by NBER and the US Depart-
ment of Commerce, under the direction of
Simon Kuznets, filled at least part of that need.
At the same time, the US and worldwide Great
Depression spurred research and new theories
on business cycles, including Keynes, with his
General Theory of General of Employment, In-
terest, and Money (1935).7

The Great Depression highlighted the prob-
lems with the classical model of the economy,
which focused on the long-run equilibrium and
assumed that flexible prices (prices for goods
and services, wages, interest rates, and exchange

4 For a complete discussion of the circular flow, see Gilibert (1998).
5 See Carson (1975) for a detailed history of the US National and Product Account concentrating on the period
1932e47 with a brief summary of the early estimates, 1843e932.
6 See Carson (1975), pp. 153e155.
7 John Maynard, The General Theory of Employment, Interest, and Money, 1935, First Harbinger Version, 1964.
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rates) would quickly adjust to restore the full
employment of labor and capital.8 The world-
wide breadth, depth, and prolonged recovery
from the recession prompted calls for a new the-
ory, new fiscal andmonetary strategies, and new
measures to monitor the economy. (During the
Great Depression in the United States, national
output fell by 25% and it took nearly 10 years
for it to recover its pre-depression peak.)

The Great Depression also highlighted the
gaps in economic data to inform economic
policy:

“One reads with dismay of President Hoover and
then Roosevelt designing policies to combat the Great
Depression of the 1930s on the basis of such sketchy
data as stock price indices, freight car loadings, and
incomplete indices of industrial production. The fact
was that comprehensive measures of national income
and output did not exist at the time. The Depression,
and with it the growing role of government in the
economy, emphasized the need for such measures
and led to the development of a comprehensive set
of national income accounts.”9

The original National Accounts produced by
Kuznets (1934) and his team were national in-
come accounts broken down by industry. In
the initial report to Congress that presented the
estimates, Kuznets laid out the basic concepts
guiding the development of the estimates as
well as the limitations of these market-based ac-
counts. The principles guiding the accounts were
largely built on previous work (described above)
including the circular flow of expenditure, pro-
duction and income, double-entry accounting
(although quantitative estimates were only pro-
duced for national income), unduplicated

measures of production, and consistent use of
market values. Kuznets also pointed out the
shortcomings of market-based national accounts
in that they omitted theoretically important com-
ponents of economic well-being including the
value of non-market work in the household,
the services of consumer durables, the depletion
of natural resources, and the fact that the market
prices/weights used in aggregating national
output depended on the existing distribution of
income.

Interest in Keynesian policy and other fiscal
and monetary policies and the need to address
World War II mobilization and demobilization
issues provided the impetus for developing
expenditure, or product, estimates to aid in
more complete analysis of the economy. Ad-
vances in national accounts and in research and
theory developed in this era interacted, with
each affecting the other. Many of the principal
researchers, including the Kuznets10 and
Keynes, were also intimately involved in the
development of the accounts. Andmany of those
at Commerce charged with developing the
expenditure accounts had both participated in
wartime planning work and had an interest in
Keynesian theory and forecasting.11

Keynes, for example, worked on the develop-
ment of the UK accounts and was the author of
the volume introducing the UK accounts. Kuz-
nets, who is often remembered for his role in
developing the national accounts, was primarily
an applied theoretician who used the national
accounts and other data in his extensive research
on economic growth and development. Asmight
be expected of one with such a background,

8 As Keynes famously said, “Long-run is a misleading guide to current affairs; in the long run we are all dead.”
9 Richard T. Froyen, Principle of Macroeconomics (1988)
10 See articles by Kuznets (1948) and Gilbert, Jaszi, Dennison et al. (1948).
11 “Forecasts and Models based on Keynesian theory” used the relationship between disposable income and con-
sumption to estimate marginal propensities to consume and future saving and consumption for wartime planning
(inflationary gap, etc.).
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many of Kuznets’ contributions to the construc-
tion of the National Income Accounts were theo-
retical and conceptual. And after leaving
Commerce, he was engaged in a spirited debate
with the professional staff at Commerce over
theoretical issues regarding the appropriate ag-
gregates and measures of capital formation to
be included in the expanded National Income
and Product Accounts. Milton Gilbert, who
was responsible for developing the expenditure
estimates, perceived his task as developing a pic-
ture of the economy in “Keynesian terms.”12

The categories chosen for the expenditure ac-
counts (Y ¼ C þ I þ G þ (X�M)) reflected
wartime planning needs, Keynesian theory,
and interest in forecasting and business cycles,
but also reflect the long history of economic the-
ory regarding consumer spending, investment
and capital formation, international trade, and
government’s effects on the economy. Their
choice provided categories for which this rich
body of research and theory could be tested
and used in economic policies and the under-
standing of business cycles and growth. Unlike
economic indicators, the expenditure categories
for GNP were chosen based on theory and use-
fulness in testing economic theory for a better
understanding of the economy to direct policy.
It was not based on the availability of data or
the correlation of the available data with GNP.
Indeed, much of the data required new and
expanded surveys.

Researchers at the NBER continued a long
line of research on the distribution of income.
Friedman et al. (1948), who directed a two-
volume NBER study on the development of in-
come distribution estimates for the United
States, noted that such measures were necessary
for the measurement of economic welfare and
were also of value in better understanding the
impact of changes in the distribution of income

on the size and distribution of aggregate
demand.13

In 1942, the Commerce Department’s Office of
Business Economics (OBE), then charged with
producing the National Accounts, produced
initial GNP estimates. GNP was presented in
current and constant prices. In 1944, OBE devel-
oped estimates of the distribution of income by
households. In 1947, OBE released an integrated
set of accounts including aggregates for national
income, gross and net national product or expen-
diture, personal income, and disposable income.
The accounts were presented with a system of
six double-entry accounts. Sectoral accounts
were provided for business, government, per-
sons, and the rest of the world. There was also
a gross saving and investment account.

1950s: In the 1950s, a number of researchers
including Abramovitz (1956), Fabricant (1954),
Kendrick (1956), and Solow (1957) explored the
sources of economic growth using extensions of
the new national accounts. Solow’s oft-cited
article laid out what is now described as the
Solow growth model, which is based on classical
production theory, a production function with
constant returns to scale (CobbeDouglas), and
Euler’s theorem. In equilibrium, factor prices
(wages and the real rental price of capital) equal
their marginal products and the factor shares of
income in national income can be used to mea-
sure the inputs of labor and capital to output
(GNP) and output (GNP) growth.

DQ =Q ¼ DA=Aþ ðRK=QÞ�ðDK=KÞ
þðwL=QÞ�ðDL=LÞ

where Q is measured by real GNP; R is the real
rental price of capital; w is the real wage rate; A
is technical change, which is measured as a
residual and described as either multi-factor pro-
ductivity or total factor productivity; (RK/Q)

12 See Carson (1975) p. 169.
13 Friedman (1948).
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and þ(wL/Q) are capital and labor’s respective
shares of National Income; and K is the nation’s
stock of productive capital. (Note that all of these
aggregates are included in today’s National
Accounts).

Since Solow was measuring long-run growth
over the period 1909e49, he used historical esti-
mates from Goldsmith, Kendrick, Douglas, and
assumptions and estimates of his own. However,
Solow’s growth accounting theory and analysis
highlighted the importance of these data for the
new National Accounts and indicated directions
for their extension.

Solow’s results also highlighted the analytical
and policy importance of such data. He found
that 88% of the near doubling of output per
man hour during this period was the result of
technical change and only 12% was from
increased capital per worker. This finding had
significant implications for economic policies
relating to investment in physical capital and
economic growth, investments in technology,
and classical models of growth.

However, as Solow noted, some of his assump-
tions and data might “really drive a purist mad”
but provide “some crude and useful conclu-
sions.”14 Indeed his landmark study, and early
work by others, provided an important theoret-
ical foundation for improvements and extensions
in the new national income and product accounts.

In 1951, as part of an expansion of the GNP ac-
counts, BEA (the Bureau of Economic
Analysis)dthe successor to OBEdintroduced
implicit price deflators and the first annual
constant-dollar estimates of GNP. BEA

introduced quarterly constant-dollar estimates
in 1958. These constant-dollar estimates facili-
tated “the analysis of economic growth,
including productivity, for the economy as a
whole.”15

In addition to these advances in the measure-
ment of production and expenditures, in 1953,
OBE began periodically updating the income
distribution estimates originally developed in
1944. These estimates of the income distribution
across income groups were introduced as a spe-
cial supplement to BEA’s National Income esti-
mates.16 These estimates were an important
step forward in providing an understanding of
economic welfare derived from the accounts.
They were also of use to those studying market
demand. However, the need to update the series
to incorporate new source data combined with
resource constraints led to the series being dis-
continued in 1965.17

1960s: The work by Solow and others was the
impetus for decades of work by Dale Jorgenson
and others in extending and improving the theo-
retical and empirical analysis and the underlying
data for studies of the sources of growth. This
further research demonstrated that although
technical change (or multifactor productivity)
was an important factor in growth, it accounted
for only about 20% of economic growth since
WWII with improved measures of capital and la-
bor services accounting for most of growth.

This theoretical and empirical work on ac-
counting for growth ended up providing a blue-
print for the expansion and improvement of the
US National Accounts for decades.

14 Solow also noted that “(1) better measurement of human capital investments that captured increased labor quality
inputs would lower the residual in growth (A, or technical change, included in the GDP production function shown in
the text) attributed to technical change and (2) technical change may also have its costs ..” Also, technical change as
identified by the residual is quite crude and can contain any omitted variables.
15 Carson (1987).
16 BEA (1953).
17 A new version of the series was introduced in 1973 BEA but publication was ended in 1981. The Bureau once again
cited budget constraints.
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Jorgenson and Griliches (1967), building on
Jorgenson’s earlier theoretical work (1966),
extended Solow’s theoretical model and empir-
ical estimates by expanding the production func-
tion to allow for multiple outputs and inputs
using: output decomposed into consumption
and investment, theoretically superior aggrega-
tion indices, unbiased investment goods prices,
separate data on capital and labor utilization,
theoretically based measures of capital services
by type of capital in place of asset prices, and ag-
gregation of labor by quality.

As a result of these innovations, Jorgenson
and Griliches were able to show that for the
period 1945e65, technical change or total factor
productivity (the residual in economic growth
computations) accounted for 13% of productiv-
ity growth (and 3% of growth in output/GNP).
However, for the period 1953e65, total factor
productivity accounted for 20% of economic
growth, a significantly larger share than for the
entire period, but growth in capital and labor in-
puts still accounted for most economic growth
during this subperiod.

Jorgenson and Griliches’ article included a list
of improvements to National Accounts sug-
gested by theory and their research. This list
included:

1. Use of theoretically superlative quantity
indexes. Jorgenson and Griliches suggested
Divisia indexes. Although the impact was
small in their period of analysis, as BEA
discovered in the 1980 and 1990s, during
periods with significant changes in prices
(e.g., oil, agricultural, and computer prices),
the impact of “substitution bias” in fixed
indexes or implicit deflators could be large. In

the 1990s, BEA switched to Chain-Weighted
indexes, which is a form of Fisher superlative
that uses current period weights for adjacent
periods to reduce substitution bias.

2. Improvement of measures of investment and
other prices by replacing input prices used to
measure output prices with direct output
price indexes and by using quality-adjusted
prices for automobiles, computers, and other
hard-to-measure goods and services.

3. Incorporation of a fully articulated
production account, including symmetrically
measured capital services and labor services
using rates of return, depreciation, and taxes
by type of physical and human capital.18

a. Improved classification and aggregation of
labor inputs based on data on wage
differentials by education, occupation, and
gender.

4. New and separate data on labor and capital
utilization to control for business cycle effects
by adjusting capital and labor services.

5. Further detail, especially disaggregation of
output and inputs by individual industry.
(Further detail by legal form of business
would also facilitate the analysis of tax and
other issues.)

Jorgenson and Griliches were not the only re-
searchers concerned with measurement and
Denison (1969). Denison constructed a fully arti-
culated growth accounting framework based on
the national income and expenditure accounts in
Why Growth Rates Differ (1967). His debate with
Jorgenson and Griliches (1967) was the backdrop
for widening research on the appropriate theo-
retical and empirical basis for measuring
growth. Gordon (1968), for example, pointed to

18 Solow’s model implicitly used the marginal product of labor and capital (which are equal to the wage rate and the
real rental rate, respectively) by using labor and capital shares of income. Jorgenson and Griliches, based on Jor-
genson’s earlier work, use a more complete cost of capital model where the cost of capital is: Pk Kk ¼ qk
(r þ dk e (Dqk/qk))Kk. In other words, the rental price of a capital asset must at least cover the real return the owner of
the asset could have made by investing his funds elsewhere, the depreciation in the value of the asset, plus or minus
any capital gain or loss on the asset.
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problems in the measurement of private capital
stocks (exclusion of government-financed capital
used in the private sector), which caused large
anomalies in capital output ratios used in
growth accounting studies covering the period
1929e48.

Although there are necessarily lags in the ex-
tensions and changes to official statistics, in
response to the continued interest in accounting
for growth, the OBE introduced official estimates
of tangible wealth in private nonresidential
structures and equipment in 1962. In 1964, OBE
released inputeoutput tables for 85 industries
for the year 1958 that was statistically and defini-
tionally consistent with the NIPA’s. They also
developed more accurate implicit price deflators
in the 1970s (and 1980s).

Increasing interest in the use of econometric
models built on national accounts for under-
standing fiscal and monetary policy, growth,
and business cycles resulted in OBE taking
over the quarterly econometric model of the US
economy developed by Lawrence Klein. BEA
enhanced the linkages to the national accounts
and enlarged the size of the model.19

BEA made a number of expansions in its
regional accounts, including urban area esti-
mates, quarterly state personal income estimates,
and the development of the OBERS regional pro-
jections program. These advances were built on
advances in forecasting and computer process-
ing. The beneficiaries of these consistent data
and projectionswere those involved in the alloca-
tion of Federal grants to states, state and local tax
and planning officials, business planners, and
regional economists working to understand the
pattern of geographic growth.

1970s: In the 1970s, researchers continued to
work on better measuring growth and productiv-
ity. Jorgenson and Griliches (1972) updated some
of their estimates in response to Denison’s critique.
Christensen and Jorgenson (1973) introduced the

cost of capital and capital services based on a tax
model developed by Jorgenson and Hall (1967
and 1971). Christensen and Jorgenson (1973) also
developed an internally consistent system of in-
come, product, and wealth accounts using a
more complete theoretical framework and modifi-
cations to BEA’s official national income, product,
and wealth accounts. One of the objectives of
Christensen and Jorgenson’s accounting system
was to provide data from econometric modeling
on the behavior of producers and consumers.

Gordon (1970, 1971, 1973, 1978) published a
number of papers that critiqued the official price
indexes for failing to adjust for quality change in
the price indexes for investment deflators and
real investment. The absence of such adjust-
ments biased up price indexes and biased
down real investment and capital services in ac-
counting for growth. The evidence Gordon pre-
sented provided additional support for
Jorgenson and Griliches’ call for better invest-
ment price indexes.

In the 1970s, BEA responded to these research
findingsdand to increasing inflationdby devel-
oping new methods for measuring price changes
in a number of components of GNP. BEA
expanded the level of detail for prices and
started including quarterly estimates. BEA also
introduced fixed-weight price and output in-
dexes, which removed the effect of weight shifts
captured by shifts in the implicit price deflators
but which introduced substitution bias problems
into the accounts.

In all of these changes, BEA was cognizant of
its role as an official statistical agency, which was
to provide a wide variety of users with data that
were objective, accurate, and relevant. The Bu-
reau’s role was to provide researchers with a sta-
tistical tool kit to use in their research and to
answer policy questions, but not to conduct the
research. Also, one of the key characteristics of
National Accounts is that, for the most part,

19 Lienberg, Hirsch, Popkin (1996); Klein (1963); Klein and Popkin (1961).
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they are consistently constructed by all of the
developed, and many of the developing, coun-
tries of the world. Changes to the International
System of National Accounts require consensus,
and change tends to come slowly.

Another important set of developments in the
1970s was that, after several decades of strong
posteWWII growth, there was increasing criti-
cism of growth for growth’s sake and of the
use of GNP per capita as a shorthand measure
of economic and social welfare. As Nordhaus
and Tobin (1973) in their famous study, “Is
Growth Obsolete?” pointed out, after several de-
cades of policy interest and theoretical and
empirical advances in measuring growth, ques-
tions were being raised about the desirability
and possibility of future growth. Nordhaus and
Tobin examined the impact of growth by con-
structing an expandedmeasure of economic wel-
fare that corrected for the bigger discrepancies
between economic welfare and GNP, many of
them going back to Kuznets’ warning that Na-
tional Income and GNP were a measure of mar-
ket transactions, not economic welfare.

Nordhaus and Tobin began their computation
of economic welfare by using Net National Prod-
uct (GNP less depreciation), which is often used
as a measure of the level of consumption that can
be sustained by replacing the capital used up in
production in each period. They then added
imputed values for the services of government
capital and consumer durables, leisure time,
and nonmarket work.

Against these imputed additions to NNP,
they deducted an estimate of those components
of GNP that do not directly contribute to welfare
but are analogous to other intermediate inputs
that are deducted when computing GNP. These
deductions included defense spending, police
protection, and public health expenditures.20

They also deducted an estimate of what Kuznets
called the disamenities of modern life (their esti-
mate was of the disamenities of urbanization),
and the depreciation on the stock of government
and household capital.

Finally, using a neoclassical growth model,
Nordhaus and Tobin pointed out that although
NNP is a measure of sustainable GNP in a static
economy, in an economy with technical change
and population growth, one must deduct the
amount needed to keep the capital stock growing
at the rate of population growth plus the rate of
technical change/total factor productivity.

The resultingestimates ofMeasure ofEconomic
Welfare (MEW) were significantly larger than
GNP but grew at a slower rate. Between 1929
and 1965, MEW grew at a 2.3% annual rate and
GNP grew at a 3.1% annual rate. Also, the MEW
estimates were far less volatile thanGNP, actually
growing by 5% between 1929 and 1935 during the
Great Depression, while the market economy, as
measured by GNP, declined by 17%.

Nordhaus and Tobin then used a neoclassical
growth model to look at the impact of popula-
tion growth on economic welfare and on natural
resources. They concluded that, although slower
growth in populationdthrough its impact on
resource use and consumption per capitad
would increase welfare somewhat, there was
no reason to restrain growth in population.
They also concluded that while MEWwas a use-
ful measure that provided a different picture of
economic welfare, it did not alter the broad pic-
ture of growth presented by GNP.

Although the Nordhaus and Tobin’s study is
among the most cited works on extending the
National Accounts to provide a more compre-
hensive measure of economic welfare, a number
of other economists were working in this area at
the same time. An NBER Series in Income and

20 These proposals were, and remain, quite controversial. Such expenditures were also described as defensive expen-
ditures. As George Jaszi (1971), OBE’s Director, observed (1971), such distinctions could be quite subjective, and even
houses could be regarded as defensive expenditures against the weather.
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Wealth volume, The Measurement of Economic and
Social Performance, edited by Milton Moss (1973),
is an example of this work, as is the BEA volume,
The Economic Accounts of the United States:
Retrospect and Prospect (1971).21

Notable examples of the work at this time
include the contributions of Christensen and Jor-
genson (1973), Eisner (1973 and 1978), Juster
et al. (1973) and Ruggles and Ruggles (1973).
Christenson and Jorgenson developed a theoret-
ical and empirical framework for a complete sys-
tem of national accounts by integrating the
production approach (outputs and inputs) with
the welfare approach (income and expenditure).
This system required better estimation and inte-
gration of capital stocks. Juster proposed an
expanded system that included many of the ex-
tensions suggested by Tobin and Nordhaus (ser-
vices of consumer durables and especially the
valuation of nonmarket time). Eisner recommen-
ded these and other improvements such as the
treatment of R&D and other variables as invest-
ment and using measures of economic deprecia-
tion rather than tax-based depreciation lives.
Ruggles and Ruggles also proposed changes to
the conceptual design of the accounts and reiter-
ated their long-standing interest in more detailed
data in the national accounts.

TheOffice of Business Economics responded to
these interests in expanding the national accounts
to better measure economic welfare and the envi-
ronment by establishing a new program to pro-
duce a series of studies that provided estimates
of these extensions based on the theoretical and
empiricalmodels suggestedby these andother re-
searchers. BEA’s studies (1980) addressed mea-
surement of nonmarket economic activity in the
areas of household work, valuation of the ser-
vices of consumer durables and government cap-
ital, and nonrenewable resources.

These studies demonstrated the feasibility of
producing such estimates but also revealed the
sensitivity of the estimates to alternative
methods and assumptions, gaps in the data,
and their impact on the usefulness and relevance
of the core accounts. Although a theoretically
correct measure of economic welfare would
include nonmarket economic activity in their
utility function, the magnitude of the associated
imputations in GNP and their behavior over
time could moderate or swamp business cycle
movements, obscure trends in growth in the
market sector, and reduce the usefulness of the
national accounts for monetary, fiscal, and
growth policies. For example, as noted above,
the replacement of Nordhaus and Tobin’s
MEW for GNP would suggest that economic
welfare rose, rather than fell, during the Great
Depression. As demonstrated by Landefeld and
Hines (1985), the capitalization of the additions
to investment and GNP and to National Wealth
by the addition to proven US crude oil reserves
associated with the discovery of oil reserves on
the North Slope of Alaska in 1970 would have
offset a significant share of the economic prob-
lems of the 1970s (even though most of the mon-
etary returns from this discovery would only
show up in income and production well into
the future).

The nonmarket economics program was dis-
continued in 1981 for budgetary reasons and
the staff was transferred to work on pressing is-
sues in other areas.

1980s: In the 1980s, research continued on
production and welfare accounting. Meanwhile,
new topics affecting BEA arose. These included
the need for accurate measures to better measure
and understand the depreciation, capital stocks,
inflation and the underground economy; the
need for more data to better understand foreign

21 M. Moss, The Measurement of Economic and Social Performance, NBER Series in Income andWealth (1973); and Office
of Business Economics, The Economic Accounts of the United States: Retrospect and Prospect, U.S., Anniversary Issue of
the Survey of Current Business, July 1971.
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direct investment and the behavior of multina-
tional companies; and better measures of the eco-
nomic impact of technology.

Hulten and Wykoff’s (1981) landmark study
of used asset prices (different vintages of capital)
to estimate the rate and form of depreciation
consistent with Cobb Douglas or fixed coeffi-
cients production functions found that, for
most assets, depreciation is geometric. This
result had important implications for further
work by Jorgenson and others working on the
analysis of growth and the productivity
slowdown.

The large impact of base-year changes in
constant-dollar GDP estimates, continued con-
cerns about upward bias in price indexes (and
downward bias in real GDP growth), and con-
cerns about the need for quality adjustments in
prices stimulated renewed research on several
topicsdnamely, research on price and output in-
dex theory and on the use of hedonic indexes to
separate quality change from price change, espe-
cially for computers.22

In other developments in the area of produc-
tion and welfare accounting, Jorgenson and
Fraumeni (1989) extended Jorgenson’s system
of accounts to include human capital, which
allowed for the symmetric treatment of physical
and human capital stocks and capital services
and labor services as well as a better basis for
tracking and estimating the impact of invest-
ments in human capital on economic growth.

As documented by Carson (1984), a number
of researchers noted anomalies in the stocks
and flows of money, GNP, and income that
affected key macroeconomic aggregates used in
monetary and other macroeconomic policies.
These anomalies seemed to be related, in part,

to the underground economy, which resulted
in calls for BEA to better measure this sector.

Other researchers, including Lipsey
(1973e2010), Caves (1971, 1982), and Kindle-
berger (1968), renewed long-standing interest
in foreign direct investment, including the eco-
nomic transactions of multinational firms.23

This interestdas well as public concerndwas
partly stimulated by concerns over rising foreign
investment in the United States but was also
motivated by interest in the impact of taxes on
foreign direct investment and the associated
measurement of US and foreign assets and liabil-
ities, affiliated-party exports, imports, receipts,
and expenditures.

In addition to interest in the measurement of
foreign direct investment, there was growing in-
terest and research on the role of services and the
need for greater accuracy and detail in BEA’s es-
timates of service exports and imports.

The statistical response to these various issues
included work by BEA and the Bureau of Labor
Statistics. One of the most important statistical
innovations in the 1980s was the Bureau of Labor
Statistics’ introduction in 1983 of their Multi-
factor Productivity Program, which produced
Multifactor Productivity estimates for the pri-
vate business sector and major sectors of the
economy. The program was largely based on
the sets of accounts laid out by Dale Jorgenson
and his coauthors.

BEA’s response to these various strands of
research, policy, public interest, and changes
in the economy was focused on measurement
issues related to its core National, International,
and Regional Accounts. These included the
introduction of BEA’s first surveys of US direct
investment abroad and international

22 Many researchers looking at the productivity statistics, including Solow (1987), noted that, “You can see the
computer age everywhere but in the productivity statistics.”
23 Robert Lipsey was a prolific researcher in the area of foreign direct investment, working closely with BEA staff and
suggesting improvements in the data. His publications span four decades, from Lipsey and Weiss (1973) to Lipsey
et al. (2010).
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transactions in services and the development
and introduction of a quality-adjusted
hedonic index for computers in collaboration
with IBM.

In the regional area, cumulative advances in
regional economic theory and modeling resulted
in calls for BEA to expand its regional economic
impact model and provide more detailed geog-
raphy. BEA responded by introducing a revised
version of its regional model, with its Regional
Input-Output Modelling System II (1981, 1986)
and by introducing Gross State Product esti-
mates in 1985.

As a result of new developments in macroeco-
nomic theory, expanding research and interest in
econometrics and large-scale econometric
models, and advances in computers, BEA
(1985) expanded its econometric model of GNP
to a quarterly model with about 190 stochastic
equations. Earlier versions of the model included
only 36 stochastic equations.

1990s: In the 1990s, research on productivity
continued, with focus on the role of services in
slower productivity growth. In the latter half of
the 1990s, research by Jorgenson and Stiroh
(2000), Sichel and Oliner (2000), and others
focused on the acceleration of productivity
growth since 1995. There was also renewed
concern about accounting for the impact of the
economy on the environment.

The economy seemed to suffer from Baumol’s
disease, with slow growth in productivity in ser-
vices pulling down overall growth in productiv-
ity. Griliches (1994), in his AEA Presidential
address, pointed to these problems in the mea-
surement of services productivity. Corrado and
Slifman (1999), prompted by measurement con-
cerns voiced by Fed Chairman Greenspan,
explored the understatement of services produc-
tivity growth. As part of research conducted at
BEA and the Federal Reserve Board and by
Brookingsdthrough a program cosponsored by
NBER and BEA in the 1990s, Triplett and Bos-
worth (2004) found that properly measured, ser-
vices productivity, particularly in IT and

computer-using service industries, was regis-
tering strong productivity growth.

Internal research at BEA, Diewert, and others
on index numbers highlighted the value of intro-
ducing chain-weighted output and price indexes
(a form of a superlative Fisher index). The use of
current and adjacent period weights in a geomet-
ric formula eliminates much of the substitution
bias embodied in fixed weights. BEA’s use of
fixed weights resulted in an overstatement of
real GDP growth in periods after the base year
and an understatement of growth in periods
before the base period. The practice also caused
significant revisions in the entire GDP time series
when BEA updated its fixed base year for con-
stant dollars.

In other developments, Fraumeni (1997)
extended Hulten and Wykoff’s work on depreci-
ation and integrated it with her work with Dale
Jorgenson on a conceptually consistent set of ac-
counts to develop empirically and theoretically
superior measures of depreciation in the NIPAs
and in BEA’s tangible wealth estimates.

A renewal of concern about the environment
in the 1980 and 1990s prompted interest in better
accounting for the interaction between the econ-
omy and the environment. These concerns led to
the development of the United Nation’s (1993)
System of Integrated Economic Environmental
Accounts. The BEA developed its own System
of Economic and Environmental Satellite Ac-
counts (Landefeld and Carson, 1994). The main
difference between these sets of accounts was
that the BEA accounts were based more firmly
on economic theory and methods and the eco-
nomic literature, especially with respect to the
symmetric treatment of investment and deple-
tion of natural resources, a point made by Nord-
haus and Kokkelenberg (1999) and Nordhaus
(2006). Although the National Academy of Sci-
ences Panel Study endorsed BEA’s work on envi-
ronmental accounting, work on the project was
suspended by the US Congress.

During the benchmark revisions of 1994e95
and 1999, BEA introduced chain-weighted price
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and output indexes; improved estimates of
depreciation, capital stocks, and investments in
software; and recognized government invest-
ment along with a partial measure of services
from government capital. BEA’s estimates of
the opportunity cost or services of government
capital was set equal to the depreciation of gov-
ernment capital (as it was used up in “produc-
tion”), but no imputation was made for the
opportunity cost or return on government
capital).

2000s: Research on improved price measures
continued at the Federal Reserve Board, BEA,
and BLS and by academic researchers. Research
also continued on the resurgence in productivity
growth since 1995. Researchers and policy-
makers in the United States and abroad began
to emphasize the importance of integrating and
improving the consistency of major macroeco-
nomic data, notably the components of the sys-
tem of national accounts.

Corrado and her coauthors at the Federal
Reserve Board conducted research to develop a
number of price indexes for IT equipment and
services. Researchers at BEA worked indepen-
dently and with BLS to develop new IT and ser-
vices prices.

Growing US and international interest in
improving the consistency and integration of
macroeconomic data expressed itself in the revi-
sion of the International Monetary Fund’s (IMF)
Balance of Payments Manual and the International
System of National Accounts produced by the
United Nations, the European Union, the World
Bank, and the Organization for Economic and
Community Development. The increasing glob-
alization of the world’s economies and the
increasing importance of coordinated economic
policies resulted in increased demands for data
that were consistent over time and within and
across countries.

The continued importance of growth account-
ing in economic policy, especially in explaining
the recovery of productivity growth and the
Great Recession, was also important factor in

harmonizing the various international macro-
accounting rules. Over and over since the
1960s, the highly integrated production and wel-
fare accounts developed by Dale Jorgenson had
demonstrated their value and were doing so
again. The impact of the housing and financial
crisis on spending and production leading to
the Great Recession underlined the importance
of integrated wealth expenditure and production
accounts. The importance of integrated accounts
and quality-adjusted IT prices were also illus-
trated by the work of Jorgenson and Stiroh
(1999, 2000) and others in explaining the resur-
gence in US productivity in the 1990s.

The report by Stiglitz, Sen, and Fitoussi (2009,
2010) on defects in GDP as a measure of welfare,
the impact of the Great Recession, and the broad
secular increase in inequality documented by
Piketty and Saez (2003) launched a decade of
renewed discussions and research on the mea-
surement of economic welfare. At the same
time, on the production side, there was renewed
interest in improving the consistency and better
integrating the national accounts produced by
BEA, BLS, and the Federal Reserve Board.

The Stiglitz panel report reviewed the familiar
inadequacies with GDP as a measure of eco-
nomic welfare and suggested alternatives
ranging from extensions to alternatives to GDP.
The extensions were similar to those included
in the estimates developed during the poste
WWII era by such people as Nordhaus and
Tobin, Jorgenson and his coauthors, Eisner, Ken-
drick, and others (see above). The alternatives to
GDP included dashboards of economic and wel-
fare indicators and subjective well-being indexes
based on survey data.

BEA responded (Landefeld and Villones,
2010) to the renewed interest in accounting for
economic welfare by presenting the outlines of
a broad plan, GDP and Beyond, that would
include improvements within the scope of GDP
and through extensions of the scope of GDP
through supplemental or satellite accounts.
These would include supplemental accounts
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on: (1) the distribution of personal income at the
national and regional level; (2) measures of sus-
tainability such as net domestic product per cap-
ita, net investment per capita, and net worth per
capita; and (3) other satellite accounts including
those for household production, energy, natural
resources, and recreation.

In earlier and more recent work, BEA has pro-
duced research studies and satellite account esti-
mates for the national and regional distribution
of personal income; household production; wa-
ter and oceans; health care; human capital; natu-
ral resource and environmental accounts; and
outdoor recreation. BEA has no plans to develop,
either weighted or unweighted dashboards of
welfare or survey-based measures of subjective
well-being.24

In order to build on, prioritize, and integrate
these various estimates into a set of regularly
published supplements, BEA has initiated work
on developing a plan and prototype estimates
for extended supplemental accounts that better
measure economic welfare.25 In addition to the
issues raised by Stiglitz, Sen, and Fitoussi, there
have been calls for national accounts statistics
that better capture the effects of globalization.
BEA is currently working on these issues and
hopes to incorporate supplemental global ac-
counts in this plan for extended accounts.

The slow recovery from the Great Recession
renewed interest in the determinants of growth,
especially the impact of investments in intan-
gible capital such as research and development.
Corrado et al. (2005) constructed a set of direct
measures of the impact of R&Dwithin a national
accounts framework. BEA responded by devel-
oping capitalized measures of real and nominal

capital expenditures on R&D and treating them
as investment rather than as an intermediate
expense in GDP.

The other key set of developments since 2000
has been interest in, and work on, better inte-
grating and extending the US National Accounts
currently produced by BEA, BLS, and the Federal
Reserve within the decentralized statistical sys-
tem. This interest was paralleled by international
interest which resulted in the United Nations
(2013) Guidelines on Integrated Economic Statis-
tics (2013). Also, the 2008 version of the SNA
made a step forward in the integration of national
accounts into a complete and consistent system of
accounts by recommending the development of
supplemental estimates of capital services.

Jorgenson, Landefeld, and Nordhaus’ A New
Architecture for the National Accounts (2004) pre-
sented a framework and methods for a system
of integrated market and nonmarket accounts.
Jorgenson and Landefeld presented a blueprint
for expanded and integrated US economic ac-
counts (2004). Nordhaus (2006) and Abraham
and Mackie (2006) presented principles and a
framework for nonmarket accounts. The volume
also included a number of papers that presented
methods and estimates for extending and inte-
grating the national accounts.

Most of the changes for the national accounts
proposed by Jorgenson and Landefeld were a
summary of the extensions and suggestions in
the integrated frameworks put forth earlier by
Jorgenson, Fraumeni, and others.26 The New Ar-
chitecture, Dale Jorgenson’s chairmanship of the
BEA Advisory Committee, and his work with
BLS and the Federal Reserve helped to foster
long-term work that evolved from prototypes

24 For a discussion of some of the problems of subjective measures of well-being, see Landefeld and Villones (2009),
and BEA Advisory Committee Meeting, “GDP Beyond: Priorities and Plans,” November 9, 2018, https://www.bea.
gov/about/bea-advisory-committee.
25 BEA Advisory Committee Meeting, “GDP Beyond: Priorities and Plans,” November 9, 2018, https://www.bea.
gov/about/bea-advisory-committee.
26 See, for example, Fraumeni (1999).
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to the regular production by BLS and BEA (Inte-
grated aggregate production MFP accounts
(2006e16), Integrated industry-level production
MFP accounts (2012e15)) and by FRB and BEA
of estimates of integrated financial and produc-
tion accounts (2007e16).27

2.5 Conclusion and next steps

This chapter has attempted to demonstrate
the successful interaction between economic the-
ory, research, and the development of the US
National Accounts. In contrast to Business Cycle
Indicators, which were described by Koopmans
as measurement without theory, the National
Accounts have been built up over time on a large
body of economic theory dating back to the
1700s. From the Great Depression and World
War II to the productivity slowdown and the
Great Recession, there has been a synergy be-
tween the accounts and advances in economic
theory and research on production and welfare.
As a result, today’s national accountsdas out-
lined in standard textbooksdlook as though
they are inextricably intertwined with modern
macroeconomic theory.

Although there are lags between advances in
research and theory and developments in the
structure of the economy, the accounts seem to
have done well over the last 75 plus years in
evolving and keeping up. Their very relevance
confirms it. That said, a significant volume of
work remains. The key next steps include:

• Completing and fully integrating the three
components of the US National Accounts
produced by BEA, BLS, and the Federal
Reserve Board.

• Making the changes in concepts and
measurement outlined in the New
Architecture.

• Better measuring economic welfare through:
• The regular publication of supplemental

accounts such as those on the distribution
of income, natural resources and the
environment, and human capital;

• The preparation of an aggregate social
welfare measure, such as those developed
by Jorgenson or Jones and Klenow; and

• The development of a set of sustainability
measures to highlight such measures
already included in the national accounts
such as Net Domestic Product and Net
Investment.

• Better measuring the impact of globalization
and other sectoral changes on production,
expenditures, and income, and their
distribution (across industries, regions, and
households).
• Some of these changes will require changes

in concepts, measures, and methods within
the scope of the existing accounts;

• Others will require supplemental or
satellite accounts estimates.

• Continued vigilance in updating the National
Accounts to keep them timely, accurate, and
relevant.
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3.1 Introduction

Since Harberger (1962), measuring efficiency
cost of taxation has been an important issue in
tax policy analyses. The original Harberger
model was a simple two-sector static model
with fixed supplies of capital and labor. Howev-
er, the real world is much more complex and, in
response to the rising interest in reliable esti-
mates of the economic effects of tax policy, eco-
nomic models used for the analysis of tax
policy have been extended in a number of impor-
tant directions.

One of the most important innovations is the
introduction of dynamic general equilibrium
models in which consumers maximize intertem-
poral welfare and capital is accumulated
through investment. Two types of models
emerged along this line of developments. One
is the overlapping generations (OLG) models
introduced by Summers (1981) and Auerbach
and Kotlikoff (1987). The other is the infinite
time-horizon models of Chamley (1981, 1986)
and Jorgenson and Yun (1986a, 1986b).

Another important development is the exten-
sion of models by introducing heterogeneous
consumers and/or multiple commodities/in-
dustries as in Auerbach and Kotlikoff (1987),

Fullerton and Rogers (1993, 1996), and Jorgen-
son et al. (1997). These innovations enhanced
the realism of the models and improved repre-
sentation of the economy and the tax system.
More importantly, the presence of heteroge-
neous consumers in the model made it possible
to analyze distributional effects of tax policy.

Jorgenson and Yun (1986a, 1986b, 1990, 2001,
2013) developed a dynamic general equilibrium
model (DGEM) of the US economy, which has
been used to evaluate the welfare effects of
various tax policies including major tax reform
proposals in the United States. Our DGEM con-
sists of four sectors: household, business, gov-
ernment, and the rest of the world. The
household sector is populated by identical con-
sumers with infinite life and perfect foresight. In
the business sector, labor and capital services
are used to produce consumption and
investment goods. The government collects
taxes, issues debts, purchases goods and ser-
vices, and makes transfer payments to house-
holds and the rest of the world. The rest of the
world trades with the United States in con-
sumption goods, investment goods, and labor
services.

In our DGEM, the cost of capital approach
pioneered by Jorgenson in his celebrated paper
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(Jorgenson, 1963) plays a central role by
providing a convenient platform for represent-
ing the complex structure of taxation of income
from capital in the United States. We employ
the cost of capital approach to represent corpo-
rate income tax, individual taxes on capital in-
come (interests, dividends, and capital gains),
property taxes, economic depreciation, and the
private returns to capital. Modeling the income
tax on labor and the sales taxes on commodities
is straightforward.

Section 3.2 describes the cost of capital for the
corporate, noncorporate, and household sectors.
The cost of capital is used to estimate the social
and private rates of return on capital, tax
wedges, and the corresponding effective tax
rates. Section 3.3 describes the basic structure
of DGEM and its parameterization. Section 3.4
describes the equilibrium and dynamics of the
model and explains the solution algorithm. In
Section 3.5, we measure the marginal and
average efficiency costs of tax revenues from
various parts of the US tax system. We also
consider alternative tax reform proposals and
discuss their welfare effects. Section 3.6 con-
cludes the chapter.

3.2 Cost of capital and effective tax rates

3.2.1 Cost of capital

Capital services are consumed by households
and used for production in corporate and
noncorporate businesses. Tax treatment of
income from capital depends upon the sector in
which capital is employed. In order to
represent these differences, we distinguish the
demands for capital services from household,

noncorporate, and corporate sectors. Tax treat-
ment of income from capital also depends
upon the type of assets employed in the corpo-
rate and noncorporate sectors. The main differ-
ences in the tax treatment of assets in the
business sectors are in investment tax credits
and depreciation allowances for tax purposes.
In addition, consumers and producers may treat
capital services from different types of assets as
less than perfect substitutes. We thus distinguish
two types of assets based on durability, short-
lived and long-lived assets, in each of the three
sectors.1

The cost of capital approach introduced by
Jorgenson (1963) provides a convenient and ver-
satile vehicle for representing the complex de-
tails of the taxation of income from capital. It
can easily handle the various tax reform pro-
posals discussed in the tax policy circles around
the world as well. The cost of capital approach
starts with the assumption that equity holders
maximize their wealth by appropriately
choosing inputs and outputs in a given period
of time and investment strategies over time.
For income from corporate capital, equity
holders are taxed on dividends and capital gains.
The portfolio equilibrium of equity holders
requires:

Divt �TDt þ
�
1� tgq

�ðEt � Et�1 �NtÞ ¼ ret Et�1

(3.1)

where Divt is dividends in period t, TDt is indi-
vidual income tax on dividends, tgq is marginal
tax rate on accrued capital gains, Et is the value
of equity, Nt is the value of new share issues,
and re

t is the equilibrium nominal rate of return
to equity. TDt is proportional to dividends, i.e.,
TDt ¼ teqDivt, where teq is marginal tax rate on
dividends.

1 In the household sector, short-lived assets include consumer durables and producer durable equipment, and long-
lived assets include residential and nonresidential structures and land. In the corporate and noncorporate sectors,
short-lived assets include producer durable equipment and long-lived assets include residential and nonresidential
structures, farm and nonfarm inventories, and land.
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Under the transversality condition thatYsþ1

s¼ 1

 
1þ re

sþt

1� tgq

!�1

Etþsþ1 approaches zero as s

approaches infinity, Eq. (3.1) can be solved for Et:

Et ¼
XN
s¼ 0

Ysþ1

s¼ 1

 
1þ resþt

1� tgq

!�1" 1� teq
1� tgq

� 1

!

Divtþsþ1 þ ðDivtþsþ1 �Ntþþ1Þ
#

(3.2)

We assume that dividends are a constant propor-
tion a of corporate cash flow after property and
corporate income taxes:

Divt ¼ a
h
PtQtðKt�1;LtÞ�wtLt�ð1� kq

� tqzqÞdqtKt�1� tpqqt�1Kt�1� bqð1� kq

� tqzqÞðit � ptÞqt�1Kt�1�TCt

i
(3.3)

where Pt is price of output, Qt(.) is production
function, Kt�1 and Lt are capital and labor in-
puts, respectively, and wt is wage rate. kq and
zq are the rate of investment tax credit and the
present value of depreciation allowances for
one dollar’s worth of investment, respectively,
and tq is corporate income tax rate. d is rate of
economic depreciation, qt is price of investment
good, tpq is property tax rate, bq is debt/capital
ratio, it and pt are nominal interest rate and the
rate of inflation, respectively, and TCt is corpo-
rate income tax. The subscript q refers to the
corporate sector.

Corporations are taxed on income from capi-
tal net of depreciation allowances, interest pay-
ments, and property taxes, and the tax liability
is reduced by investment tax credits, i.e.:

TCt ¼ tq
h
PtQt �wtLt � ð1� kq

� tqzqÞqt�1Kt�1bqit � tpqqt�1Kt�1

i
(3.4)

The cash flow constraint of the corporation is:

Divt �Nt ¼ PtQt �wtLt � ð1� kq � tqzqÞqtIt
� tpqqt�1Kt�1 � bqð1� kq � tqzqÞ
½ðit � ptÞqt�1Kt�1 � qtðKt � Kt�1Þ�
� TCt

(3.5)

where investment in period t is given by:

It ¼ Kt � ð1� dqÞKt�1 (3.6)

We assume that corporations keep dividends
payout ratio, a, and debt/capital ratio, bq, con-
stant. It follows that retaining is independent of
investment, and the marginal sources of invest-
ment funds are debt and new share issues,
with debt accounting for the fraction bq, and
new share issues, 1�bq. An alternative would
be to assume that a is endogenous and new
share issues are somehow determined indepen-
dent of investment. Then retaining becomes the
marginal source of equity financing. For
example, if we assume that new share issues
are zero, retaining depends upon investment,
and marginal investment funds are financed
with debt and retaining.

By substituting Eqs. (3.3)e(3.6) into Eq. (3.2)
and taking the derivative of Vt with respect to
Ktþ1, we obtain the first-order condition for
maximization of Et, which can be rearranged to
give the cost of capital:

ct
qt�1

¼ 1� kq � tqzq
1� tq

�
rqt � pt þ ð1þptÞd

�þ tpq

(3.7)

where rqt is the weighted average of marginal
costs of corporate debt and equity:

rqt �pt ¼ bq½ð1� tqÞit � pt� þ
�
1� bq

�
2
4 ret �

�
1� tgq

�
pt�

1� teq
�
aþ �1� tgq

�ð1� aÞ

3
5 (3.8)
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The cost of capital in Eq. (3.7) is the price of
capital services from one dollar’s worth of
lagged capital stock, which includes compensa-
tion for depreciation adjusted for investment
tax credit and depreciation allowances for tax
purposes. The real social rate return for corpo-
rate capital is defined as:

s
q
t �pt ¼ ct

qt�1
� ð1þptÞd. (3.9)

Similarly, the real private rate return for
corporate capital is defined as:

r
q
t �pt ¼ bq

h�
1� tdq

�
it � pt

i
þ �1� bq

��
ret � pt

�
(3.10)

where tdq is the marginal tax rate on individual
income from interest payments on corporate
debt.

Finally, the after-tax real corporate rate of re-
turn is defined as:

rct �pt ¼ rqt � pt þ bttqit (3.11)

We can proceed in a similar manner to derive
the cost of capital and the corresponding social
and private rates of return on capital employed
in the household and noncorporate sectors. In
order to avoid repetition, we simply present
the results without fully describing the deriva-
tion process.2 The cost of capital for household
assets is:

ct
qt�1

¼ rht � pt þ ð1þptÞdþ
�
1� teh

�
tph (3.12)

where

rht �pt ¼ bh
��
1� teh

�
it � pt

�
þ ð1� bhÞ

�
ret � pt

�
: (3.13)

The real social rate of return on household as-
sets is defined as the cost of capital net of
economic depreciation adjusted for inflation as

in Eq. (3.9) and the corresponding real private
rate of return is:

rht �pt ¼ bh

h�
1� tdh

�
it � pt

i
þ ð1� bhÞ

�
ret � pt

�
: (3.14)

The subscripts and superscripts h refer to the
household sector.

For the noncorporate businesses, the cost of
capital is:

ct
qt�1

¼ 1� km � temzm
1� tem

�
rmt � pt þ ð1þptÞd

�þ tpm

(3.15)

where

rmt �pt ¼ bm
��
1� tem

�
it � pt

�þ ð1� bmÞ
�
ret��

1� tgm
�
pt
�
: ð3:16Þ

The real social rate of return on noncorporate
assets, sm�pt, is defined as in (Eq. 3.9), and the
corresponding real private rate of return is:

rmt �pt ¼ bm

h�
1� tdm

�
it � pt

i
þ ð1� bmÞ

�
ret �pt

�
: (3.17)

In Eqs. (3.15)e(3.17), the subscripts and super-
scripts m refer to the noncorporate sector.

3.2.2 Tax wedges and effective tax rates

Auerbach and Jorgenson (1980) introduced
the concept of marginal effective tax rate, which
is defined as the ratio between the tax wedge and
the social rate of return. It is natural to define the
tax wedge as the difference between social and
private rates of return. In the case of corporate

assets, the effective tax rate is defined as s
q
t �r

q
t

s
q
t �pt

.

Similarly, we can define the effective corporate

2 Interested readers are referred to Chapter 2 of Jorgenson and Yun (2001).
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income tax rate as s
q
t �rct

s
q
t �pt

, and the effective individ-

ual income tax rate as rct�r
q
t

s
q
t �pt

. The effective tax rates

for assets in the household and noncorporate
sectors are defined analogously.

Table 3.1 shows the real social rates of return,
tax wedges, and effective tax rates for short-lived
and long-lived assets in the corporate, noncorpo-
rate, all business, and household sectors in the
US Notice that the tax wedges in the corporate
and noncorporate businesses are substantial in
absolute values as well as relative to the real so-
cial rates of return. The effective tax rates are
42.7% and 33.5% in the corporate and

noncorporate sectors, respectively. For the entire
business sector, the effective tax rate is 40.0%.
The substantial tax wedges and the correspond-
ing effective tax rates suggest that taxation of in-
come from capital in the business sector may
present a significant barrier to efficient allocation
of resources between present and future.

Panel 1 of Table 3.2 presents the tax wedges
between short-lived and long-lived assets in the
corporate, noncorporate, and all businesses.
The interasset tax wedges are defined as the dif-
ference between the social rates of return on
short-lived and long-lived assets. Considering
that the average social rates of return in the
corporate and noncorporate businesses are
10.45% and 9.59%, respectively, the interasset
tax wedges of 1.49% in the corporate sector
and 1.06% in the noncorporate sector may not
appear to be large, but they are still significant.

Panel 2 of Table 3.2 shows the intersector tax
wedges between the social rates of return on as-
sets in the corporate and noncorporate sectors,
corporate and household sectors, and noncorpo-
rate and household sectors, respectively. Among
these intersector tax wedges, the wedges be-
tween corporate and noncorporate sectors have
drawnmost attention in textbooks and tax policy

TABLE 3.1 Effective tax rates (2010 tax law).

SROR TW ETR

Corporate S 0.0940 0.0341 0.3631

L 0.1088 0.0490 0.4501

A 0.1045 0.0447 0.4275

Noncorporate S 0.0863 0.0225 0.2612

L 0.0969 0.0332 0.3421

A 0.0959 0.0321 0.3351

All business
(corporateD
noncorporate)

S 0.0930 0.0319 0.3430

L 0.1045 0.0434 0.4155

A 0.1018 0.0408 0.4004

Households A 0.0700 0.0048 0.0680

Property taxes are included in the calculation and the after-corporate-
tax real rate of return, rc�pi, real interest rate, and the corporate
dividend payout ratio are set at their 1970e2010 averages, 6.628%,
4.658%, and 47.86%, respectively. For asset category A (all assets),
social and private rates of return are calculated as the averages of
short-lived and long-lived assets, where the values of assets are used
as the weights. Similarly for the All business sector.
SROR: real social rate of return
TW: tax wedge.
ETR: effective tax rate.
S, short-lived assets.
L: long-lived assets.
A: all assets (short þ long).

TABLE 3.2 Tax Wedges (2010 tax law).

Interasset tax wedges (long-short)

Corporate 0.0149

Noncorporate 0.0106

All business 0.0115

Intersector tax wedges

S L A

Corporateenoncorporate 0.0076 0.0119 0.0086

Corporateehouseholds 0.0240 0.0389 0.0345

Noncorporateehouseholds 0.0163 0.0269 0.0259

A: all assets (short þ long).
L: long-lived assets.
S: short-lived assets.
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analyses. Indeed the famous Harberger triangle
originally represented the efficiency loss in capi-
tal allocation between corporate and noncorpo-
rate sectors caused by the double taxation of
corporate income.

It is interesting to note that, while corporate
tax integration has been an important tax reform
issue in the United States and partial integration
of the corporate and individual income taxes has
been implemented in many other countries, the
average tax wedge (for all assets) between corpo-
rate and noncorporate sectors of 0.86% is small
compared with the tax wedge between corporate
and household sectors of 3.45%, or the wedge be-
tween noncorporate and household sectors of
2.59%.

3.3 Dynamic general equilibrium model of
the US Economy

Tax wedges and effective tax rates are useful
for understanding the barriers to efficient
resource allocation. However, a narrative on
tax distortion is incomplete without information
on the displacements of resource allocation
caused by the substitution effects of tax wedges.
Under the US tax system, there are numerous tax
policy instruments, and practically all of them
affect relative prices and hence generate substi-
tution effects. Our dynamic general equilibrium
model provides a convenient framework for rep-
resenting the US tax system and measuring the
welfare effects of tax distortion.

3.3.1 Consumer behavior

The consumers in the household sector are
identical and endowed with infinite life and per-
fect foresight. The representative consumer max-
imizes the intertemporal welfare function:

V ¼ 1
1� s

XN
t¼ 1

Yt
s¼ 1

�
1þ ns
1þ g

	
U1�s

t (3.18)

where s is the inverse of the elasticity of inter-
temporal substitution, ns is the rate of population
growth, g is the subjective rate of time prefer-
ence, and Ut is the per capita utility function:

Ut ¼ Ftð1� aTÞt; ðt ¼ 1; 2;.Þ (3.19)

In Eq. (3.19), Ft is per capita full consumption in
period t, where population is measured in effi-
ciency unit, and �aT is the growth rate of labor
productivity.

The representative consumer maximizes the
intertemporal welfare function subject to the
budget constraint:

W ¼
XN
t¼ 1

PFtFtð1� aTÞt
Qt

s¼1ð1þ nsÞQt
s¼1ð1þ rsÞ

(3.20)

where W is lifetime wealth, PFt is price of full
consumption, and r is nominal private rate of re-
turn. The necessary condition for maximization
of intertemporal welfare subject to the budget
constraint is given by the Euler equation:

Ft
Ft�1

¼


PFt�1

PFt
$

1þ rt
ð1þ gÞð1� aTÞs

�1
=s
; t ¼ 1; 2;.N

(3.21)

Eq. (3.21) plays a central role in determining
the optimal path of the economy over time. Spe-
cifically, it determines the optimal growth rate of
full consumption per capita in efficiency unit. If
the level of full consumption in any one period
is known, the entire path of full consumption
can be determined. Among the infinite number
of paths for full consumption that satisfy the
Euler equation, the one that satisfies the inter-
temporal budget constraint will be chosen by
the welfare maximizing consumer.

It is useful to note that Eq. (3.21) implies that,
in a steady state with a constant rate of inflation,
the real private rate of return is constant. In the
steady state, full consumption per capita in effi-
ciency unit is constant, i.e., Ft�1 ¼ Ft, and the
constant rate of inflation implies that
PFt
PFt�1

¼ 1þ pt is constant, where pt is the rate of
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inflation in period t. It follows that the real pri-
vate rate of return consistent with the steady
state is ð1 þ gÞð1� aTÞs � 1.

The steady-state real private rate of return de-
pends only upon the parameters of the intertem-
poral welfare function, g and s, and the growth
rate of labor productivity, �aT. In particular, it is
independent of any government policy to the
extent that government policy does not affect
g, s, and aT. More generally, Eq. (3.21) implies
that the growth rate of full consumption per cap-
ita is approximately proportional to the differ-
ence between real private rate of return and its
steady state value.

Once the path of full consumption is deter-
mined, the consumer allocates full consumption
among consumption goods, capital services, and
leisure in each period. In order to represent the
allocation of full consumption, we employ trans-
log form of price function for full consumption
and the corresponding value share equations
introduced by Christensen, Jorgenson, and Lau
(1975). The demand for household capital services
are further allocated to short-lived and long-lived
assets. In order to represent the allocation of
household capital services, we employ translog
price function for household capital services and
the corresponding value share equations.

In the translog price function of full consump-
tion, the price of full consumption, PFt, is
expressed as a function of the consumer prices
of consumption goods, capital services, and lei-
sure. The consumer price of consumption goods
includes sales taxes and the price of leisure is the
wage rate net of marginal tax on labor income. In
the translog price function of household capital
services, the price of (aggregate) household
capital services is expressed as a function of the
prices of capital services from short-lived and
long-lived assets.

3.3.2 Producer behavior

In the business sector, there are two types
of producers, corporate and noncorporate busi-
nesses, and two types of outputs, consumption

and investment goods. However, we do not
assign separate production processes for corpo-
rate and noncorporate businesses, or for con-
sumption and investment goods. Instead we
assume that the entire business sector acts like
a single producer and employs labor and capital
services from corporate and noncorporate busi-
nesses to produce consumption and investment
goods.

Specifically, we represent the production
technology of the entire business sector with a
single translog price function of Christensen,
Jorgenson, and Lau (1973), where the price of la-
bor services is expressed as a function of the pri-
ces of consumption goods, investment goods,
corporate and noncorporate capital services,
and time. The value share equations corre-
sponding to the price function determine the
values of capital services from corporate and
noncorporate sectors and the values of con-
sumption and investment goods relative to the
value of labor input. As in the household sector,
the allocation of corporate and noncorporate
capital services between short-lived and long-
lived assets is represented by translog price
functions and the corresponding value share
equations.

The partial derivative of the translog price
function for labor with respect to time represents
the rate of productivity growth. We require the
model to be consistent with a balanced growth
equilibrium in which labor productivity grows
at a constant rate and value shares and relative
prices of inputs and outputs are constant when
labor is measured in efficiency unit. It follows
that the value shares and the growth rate of labor
productivity are independent of time. These con-
ditions constrain the parameters of the translog
price function for labor.

3.3.3 Government

We consolidate the federal and state and local
governments into a single government sector.
Similarly, we consolidate the federal and state
and local government enterprises into a single
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government enterprise sector. The government
collects taxes from the household and business
sectors, issues debt to finance deficits, and
spends its revenues on consumption goods, in-
vestment goods, labor services, interest pay-
ments on government debt, and transfer
payments to households and the rest of the
world. The deficit of the government is added
to the government debt. Government enterprises
employ labor and produce consumption goods,
and turn over any surplus to the general
government.

The government collects taxes from a variety
of sources. In addition to the taxes on income
from capital described in Section 3.2, the govern-
ment levies income tax on labor, sales taxes on
consumption and investment goods, property
taxes, and wealth taxes. In representing the US
tax system in our model, we distinguish mar-
ginal and average tax rates. The distinction is
particularly important in the taxation of individ-
ual income where graduated tax rates apply.

In general, marginal tax rates affect relative
prices and average tax rates are used to generate
tax revenues. For example, we calculate the price
of leisure as the price of labor services times�
1�tmL

�
where tmL is the marginal tax rate on labor

income. In calculating tax revenue, however, we
use the average tax rate, i.e., RL ¼ taL$BL, where
RL is the tax revenue from labor income, taL is
the average tax rate, and BL is total labor compen-
sation. In the case of capital income taxation, the
prices relevant for resource allocation are the
costs of capital derived in Section 3.2. The tax rev-
enue from individual equity income is given by
RE ¼ taE$BE � ITCM, where taE is the average
tax rate, BE is the tax base, and ITCM is invest-
ment tax credits for noncorporate businesses.
Similarly, the tax revenue from interest payments
on debt is calculated as RD ¼ taD$BD, where taD is
the average tax rate, and BD is the tax base.

Since sales taxes and property taxes are pro-
portional, average and marginal tax rates are
the same and the calculation of tax revenues is
straightforward. In the case of corporate income

tax, the rate structure is graduated. Nevertheless,
since most of corporate income is taxed at the
maximum rate, we calculate the tax revenue as
Rq ¼ tq$BQ�ITCQ, where tq is the corporate in-
come tax rate, BQ is the tax base, and ITCQ is
tax credit for corporate investment.

We assume that the government allocates its
total expenditure, net of interest payments on
government debt, in constant proportions
among consumption goods, investment goods,
labor services, and transfer payments to house-
holds and the rest of the world. We represent
the allocation of government expenditure, net
of interest payments, into these five categories
of spending with a CobbeDouglas price func-
tion of the aggregate government spending.
This representation is useful in the simulation
of alternative tax policies in which the path of
real government spending need to be controlled.

3.3.4 Rest of the world

The rest of the world trades with the United
States in consumption goods, investment goods,
and labor services, pays compensation on US
claims on the rest of the world, and receives
transfer payments from US government. The
current account deficit of the rest of the world
is added to the US claims on the rest of the
world.

3.3.5 Parameter values

We estimate the parameters of the model us-
ing time series data of the United States for
1970e2010. This data set, informally referred to
as the US Worksheet among Jorgenson and his
associates, incorporates the cost of capital into
a complete system of US national accounts in
accordance with Christensen and Jorgenson
(1973). The parameters of the consumer and pro-
ducer models are estimated by nonlinear three-
stage least square method (NL3SLS) developed
by Jorgenson and Laffont (1974) and Amemiya
(1977). Most of the other parameters are set at
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historical values. For example, in the allocation
of government expenditure, net of interest pay-
ment on government debt, the shares of con-
sumption goods, investment goods, labor
services, and transfer payments to households
and the rest of the world are set at their sample
averages. Similarly, we set the dividend payout
ratio, a, and the debt/capital ratios in the house-
hold and business sectors, bj (j ¼ h, m, q), and the
real interest rate at their sample averages.

In the base case simulation, we set all the tax
rates at their 2010 values, similarly for invest-
ment tax credits and the present values of capital
consumption allowances. In all the simulations,
we assume that new tax policies are introduced
in 2011 and set the total time endowment and
the prices of investment goods and the six cate-
gories of assets at their 2011 values. Finally, we
set the ratio of government expenditure to GDP
(SGOV), the proportion of purchases of con-
sumption goods by the rest of the world to do-
mestic purchases (SCR), and the proportion of
purchases of investment goods by the rest of
the world to domestic supply (SIR) at appro-
priate values so that the steady-state values of
government debt/GDP and the claims on the
rest of the world/GDP ratios are reasonable.

3.4 Equilibrium of the model and solution
algorithm

3.4.1 Market equilibrium

In a given period, there are four markets that
need to be in equilibrium simultaneously. They
are the markets for consumption goods, invest-
ment goods, labor services, and capital services.
In the consumption goods market, households,
government, and the rest of the world purchase
goods from private businesses and government
enterprises. In the investment goods market,
households, government, and the rest of
the world purchase goods from businesses. In
the labor market, businesses, government,

government enterprises, and the rest of the
world purchase labor services from households.
Finally, in the capital market, the capital stock
owned by households is allocated to meet the de-
mands for capital services from the corporate,
noncorporate, and household sectors. Due to
Walras’ law, one of the four market equilibrium
conditions is redundant.

3.4.2 Dynamics of the model

When a new economic policy is introduced,
the economy jumps on a new transition path
which eventually converges to the steady state.
Along the transition path, the economy must
be in equilibrium in each period and the entire
path must be optimal in the sense that it maxi-
mizes intertemporal welfare of the consumer
subject to the lifetime budget constraint. The
transition of the economy from one period to
the next is described by the transition of full con-
sumption and the accumulation of capital stock,
government debt, and the claims on the rest of
the world.

The transition of full consumption is
described by the Euler Eq. (3.21). The accumula-
tion of capital stock is represented by:

VK ¼ VKLþ PI$ID�Depþ Rev (3.22)

where VK is the value of capital stock at the end
of the period, VKL is its lagged value, ID is pri-
vate domestic investment, PI is the price of in-
vestment goods inclusive of sales tax, Dep is
economic depreciation, and Rev is revaluation
of domestic capital. The accumulation of govern-
ment debt is described by:

VG ¼ DGþ VGL (3.23)

where VG and VGL are the current and lagged
values of government debt, respectively, and
DG is government budget deficit. Finally, the
claims on the rest of the world evolve according
to:

VR ¼ DR þ ð1þ pÞVRL (3.24)
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where VR and VRL are the current and lagged
values of the claims on the rest of the world,
respectively, and DR is current account deficit
of the rest of the world.

Obviously the economy as a whole cannot run
deficit or surplus, and the sum of the deficits of
the household, business, government, and the
rest of the world sectors must be zero. In other
words, private savings net of investment are
used to finance the deficits of government and
the rest of the world:

S ¼ PI$IDþDGþDR (3.25)

where S is private saving.
At the beginning of a period on the transition

path, the quantities of capital stock, government
debt, and claims on the rest of the world are pre-
determined. However, full consumption is free
to jump in the first period of the transition,
although it is constrained by the Euler equation
thereafter. If we know the value of FS0 ¼ F0$
PF

1
s
0 in the Euler Eq. (3.21), we can solve for FS1,

and the entire transition path of the economy
can be calculated. We thus pretend that new pol-
icy is introduced in period 0 and start with a
guess of FS0 and solve the model forward.
Finding the correct value of FS0 is the essence
of the solution algorithm.

3.4.3 Solution algorithm

In order to evaluate the economic impacts of a
new tax policy, we need to establish a reference
with which to compare the performance of the
economy under an alternative tax policy. We
take the US economy under the tax laws of
2011 as the reference. For the year 2011, the
lagged values of capital stock, government
debt, and the claims on the rest of the world
and the amount of total time endowment are

set at their historical values. Since there is no
guarantee that the US economy is in a steady
state in 2011, we proceed under the assumption
that the economy is on a transition path toward
a steady state. We refer to the US economy under
the 2011 tax law as the base case.

In any period on the transition path, once the
lagged values of FS (FSL), capital stock (KL),
government debt (GL), and the claims on the
rest of the world (RL) are known, the equilib-
rium of the economy can be solved from the mar-
ket clearing conditions for consumption goods,
investment goods, capital stock, and labor
services.3 Since one of the four market clearing
conditions is redundant, we drop the labor mar-
ket clearing condition.

Since our dynamic general equilibrium model
of the US economy converges to the steady state,
it is convenient to solve for the steady state first.
The transition path can then be found by solving
for FS0, or FSL for period 1, that leads the econ-
omy to the steady state. Solving for the steady
state is similar to solving for the equilibrium
for a period on the transition path. However
there are two differences. First, in the steady
state of the base case, FSL and the lagged values
of the three stock variables (KL, GL, RL) are not
known. We need to solve for their steady-state
values along with three endogenous variables
that clear the four markets. Second, the Euler
equation for full consumption implies that the
real private rate of return on wealth is constant
and known.

In our model, total time endowment, rate of
inflation in the price investment good, interest
rate on debt, and the relative prices of invest-
ment good and the six categories of assets are
fixed. In order to solve for the steady state of
the base case, we start with seven unknowns
(FSL, KL, GL, RL, re, PC, LD), where PC is the

3 In our model, the relative prices of investment good and the six categories of assets are fixed at their 2011 values and
the rate of inflation in the price of investment goods is exogenous. The path of total time endowment is also
exogenous.
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consumer price of consumption goods and LD is
labor demand of the business sector. We make
use of the Euler equation for full consumption,
three market clearing conditions, and the steady
state conditions of the three accumulation Eqs.
(3.22)e(3.24), and apply Newton’s method to
solve for the seven unknowns.4

The intertemporal welfare function of the con-
sumer does not reflect the welfare effects of gov-
ernment expenditure, net of interest payments
on government debts. We thus control the path
of real government expenditure, net of interest
payments. Similarly, in order to focus on the dif-
ferential effects of alternative tax policies, we
control the paths of government debt and the
claims on the rest of the world. In order to
constrain government debt and the claims on
the rest of the world on reasonable paths, we
set SGOV ¼ 0.20168, SCR ¼ �0.0007, and
SIR ¼ �0.0022 so that, in the steady state of the
base case, government debt/GDP ratio and the
claims on the rest of the world/GDP ratio
become 0.40 and 0.05, respectively.

Once the steady state values of government
debt and the claims on the rest of the world are
determined, we construct complete paths of
these two variables by connecting their historical
values in 2010 and their steady state values. In
our model, the economy comes very close to
the steady state in less than thirty years after
the introduction of a new tax policy. We thus
constrain the government debt and the claims
on the rest of the world to reach their steady state
values in 40 years after the start of the transition.
For all practical purposes, it is sufficient to as-
sume that the economy converges to the steady
state in 100 years.

With these preparations, we solve for the tran-
sition path of the economy with an initial guess
of FS0. Along the transition path, government
debt and the claims on the rest of the world are

constrained to the paths described above. To
control the path of government debt in the base
case, we adjust total government expenditure
including interest payments on government
debt. To control the path of the claims on the
rest of the world, we adjust the absolute value
of the net exports of consumption goods, invest-
ment goods, and labor services.

In a given period on the transition path, FSL,
KL, GL, and RL are predetermined and the equi-
librium of the base case economy can be deter-
mined by solving for the three unknowns (re,
PC, LD) with the three market clearing condi-
tions. However, to cut through the complex
interdependence of F, PF, and re, we add full
consumption (F) to the list of the unknowns
and add the Euler equation to the simultaneous
equation system. Once the equilibrium of one
period is found, we move on to the next.

If we solve the entire path of transition start-
ing with an initial guess of FSL ¼ FS0 for period
1, the process is likely to be explosive. To control
the explosiveness and make the iteration process
manageable, we use the multiple-shooting tech-
nique. For example, we divide the 100-year tran-
sition path into ten 10-year intervals and solve
for the transition path for each of the intervals.
In this process, we need to provide each interval
with an initial guess for the pair (FSL, KL),
except for the first interval for which KL for the
first period is set at the historical value. We use
Newton’s method to solve for FS0 and the nine
pairs of (FSL, KL) that satisfy the Euler equation
for full consumption (3.21) and the capital accu-
mulation Eq. (3.22).

We solve for the equilibrium of the economy
under an alternative tax policy in a similar
manner. The paths of government debt and the
claims on the rest of the world are constrained
at their paths in the base case. In the base case,
the path of real government spending is

4 Steady state condition of a stock variable requires that its real value per capita in efficiency unit remain constant as
the economy proceeds from one period to the next.
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determined endogenously so that government
budget constraint is satisfied. Under an alterna-
tive tax policy, however, real government
spending and budget deficits are constrained at
their base case values. We thus need to adjust to-
tal tax revenue in each period to meet the gov-
ernment budget constraint. We consider the
adjustment of lump-sum tax, labor income tax,
sales tax, and individual income tax.

3.5 Welfare effects of tax reform

3.5.1 Intertemporal expenditure
function

Once a transition path of the economy is
found, we can evaluate the corresponding level
of the intertemporal welfare. Making use of the
Euler equation for full consumption, we can ex-
press Ft in terms of F0 and the real private rates
of return from period 1 through t, i.e.:

Ft ¼ F0
Yt
s¼ 1



1þ rs

ð1þ gÞð1� aTÞs
�1

s

; ðt ¼ 1; 2;.Þ

(3.26)

where rs ¼ PFs�1
PFs

ð1þ rsÞ � 1 is the real private
rate of return on wealth. Substituting Eq. (3.26)
into Eq. (3.19) and then the result into Eq.
(3.18), we obtain

V ¼ F1�s
0

1� s
D; (3.27)

where D ¼ PN
t¼ 1

"
1

ð1þgÞ1s

#tYt
s¼ 1

ð1 þnsÞð1þ rsÞ
1�s
s .

Substituting Eq. (3.26) into the intertemporal
budget constraint Eq. (3.20), we can express F0
in terms of full wealth and the future real private
rates of return, i.e., F0 ¼ W

PF0
1
D. Substituting this

expression in Eq. (3.27) and solving for W, we
obtain the intertemporal expenditure function:

WðPF0;D;VÞ ¼ PF0


ð1� sÞV
Ds

� 1
1�s

(3.28)

Eq. (3.28) gives the minimum value of lifetime
wealth that is required to achieve the intertem-
poral welfare level of V, where the effects of
future real private rates of return are summa-
rized by D.

With the intertemporal expenditure function
in our hand, it is straightforward to calculate
the welfare effects of an alternative tax policy.
Suppose D ¼ D0, V ¼ V0, and W ¼ W0 in the
base case. If the economy attains a welfare level
of V1 under an alternative policy, the equivalent
variation measure of the welfare effects of the
new policy is:

EV ¼ WðPF0;D0;V1Þ �WðPF0;D0;V0Þ
¼ WðPF0;D0;V1Þ �W0

(3.29)

3.5.2 Efficiency cost of taxation in the
United States

In order to estimate the efficiency cost of taxa-
tion, we simulate the economy under the alterna-
tive tax policy in which the tax rates in part or all
of the tax system are reduced and a hypothetical
lump-sum tax is collected to keep government
debt and government spending on the same tra-
jectories as in the base case. Let the level of inter-
temporal welfare attainable under the
alternative tax policy be V1. Then Eq. (3.29) gives
the equivalent variation measure of the effi-
ciency cost of the part of the tax system that
has been replaced by the lump-sum tax. Jorgen-
son and Yun (2001) define the average efficiency
cost, say AEC, as the efficiency cost per dollar
of tax revenue:

AEC ¼ EV
TLUMP

(3.30)

where TLUMP is the present value of the tax rev-
enue that has been replaced by the lump-sum
tax.

In order to calculate TLUMP, we convert the
path of lump-sum tax into the path of full con-
sumption and add it to the time path of the full
consumption in the base case. Making use of
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the intertemporal welfare function, we can eval-
uate the welfare level that can be attained with
this composite path of full consumption in the
base case and the lump-sum tax under the alter-
native policy. We use Eq. (3.29) and calculate the
present value of lump-sum tax under the alterna-
tive tax policy. In this process, we in effect dis-
count the lump-sum tax with the marginal
rates of substitution between full consumptions
in different time periods in the base case.

We can also measure the marginal efficiency
cost of tax revenue by considering a sequence
of small changes in the tax policy. Suppose we
reduce the tax rates in part of the tax system by
10% interval. In the first simulation, we cut the
tax rates by 10%, and evaluate the efficiency
cost and call it EV1. In the second simulation,
cut the tax rates by 20% and let the correspond-
ing efficiency cost be EV2, and so on. The 10th
simulation will be the one that sets all the
relevant tax rates at zero and measures the total
efficiency cost of the taxes under consideration.
The marginal efficiency cost of the tax revenue is
defined as:

MEC ¼ DEV
DTLUMP

(3.31)

where DEV and DTLUMP are the changes in EV
and TLUMP due to the incremental changes in
the tax rates.

In order to evaluate the efficiency cost of taxa-
tion in the United States, we consider 10 overlap-
ping parts of the US tax system and simulate the
economy with the corresponding tax rates
reduced by 10% intervals until the tax rates are
reduced to zero. However, since the efficiency
cost of taxation tends to increase more than pro-
portionally with tax rates, we divide the first in-
terval into two and run an additional simulation
with the tax rates reduced by 5%.5 We select 10

sets of taxes in the US tax system: (1) corporate
income tax, (2) individual capital income tax,
(3) property tax, (4) capital income tax (1 þ 2),
(5) labor income tax, (6) capital and labor income
tax (1 þ 2 þ 5 ¼ 4 þ 5), (7) individual income tax
(2 þ 5), (8) sales tax, (9) all taxes except for prop-
erty tax (1 þ 2 þ 5 þ 8), (10) all taxes
(1 þ 2 þ 3 þ 5 þ 8).

The results are presented in Table 3.3. Since
we start with the base case, when the tax rates
are first reduced by 5%, MEC and AEC are the
same. As the tax rates are further reduced,
MEC declines faster than AEC until the tax rates
are eventually reduced to zero. These results are
consistent with the economic theory that excess
burden increases more than proportionally
with the marginal tax rates. Table 3.3 indicates
that corporate and individual capital income
taxes are most inefficient per dollar of tax reve-
nue. In particular, capital income taxes are sub-
stantially more inefficient than labor income
taxes. Compared to the taxes on capital and la-
bor income, the revenues from property tax
and sales taxes are small and so are the associ-
ated tax distortions.

For the entire US tax system of 2010, MEC and
AEC are 20 cents and 10 cents per dollar of tax
revenue, respectively. As noted above, MECs
decline faster than the corresponding AECs. In
the cases of “all taxes” and “all taxes except for
property tax,” MECs converges to zero as the
tax rates are reduced to zero. However, in all
the other cases, MECs do not appear to approach
zero even when the relevant tax rates are
reduced to zero. The reason is that, when the
scope of the tax reduction is limited, there
remain substantial nonzero taxes that interact
with the taxes being reduced. Capturing the ef-
fects of the interaction between taxes is one
advantage of general equilibrium analysis.

5 When the taxes are not proportional, both average andmarginal tax rates are reduced by the same proportion. In the
case of capital income taxes on businesses, investment tax credits are reduced by the same proportion as the tax rates.
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3.5.3 Welfare effects of tax reform

Table 3.3 suggests some useful directions for
tax reform. First of all, the declining MECs in
all of the simulations support the widely
accepted notion that efficient taxation requires
low marginal tax rates applied to broadly
defined bases. This classical wisdom is valid
for the entire tax system as well as for parts of
it. In the first and second sets of simulations in
Table 3.3, we find that the MECs for 5% reduc-
tion of the tax rates and AECs for 100% reduction

are substantially higher than in other simula-
tions. In particular, in terms of excess burden,
taxation of income from capital is much more
expensive than taxation of labor income.

It follows that reducing the distortion caused
by taxation of income from capital need to be
an important objective of tax reform in the
United States. We may think of two basic ap-
proaches. One is to maintain the general frame-
work of the current tax system and pursue
incremental changes in the tax policies. The
corporate tax cut of 2018 is a good example.

TABLE 3.3 Efficiency cost of taxation in the United States: 2010 tax law.

Reduction in tax rates (%)

Taxes 5 10 20 30 40 50 60 70 80 90 100

1. Corporate income tax MEC 0.311 0.302 0.290 0.275 0.261 0.248 0.236 0.225 0.215 0.206 0.197

AEC 0.311 0.307 0.299 0.291 0.285 0.278 0.273 0.267 0.262 0.258 0.253

2. Individual capital income tax MEC 0.331 0.322 0.309 0.293 0.277 0.261 0.247 0.233 0.219 0.206 0.193

AEC 0.331 0.327 0.318 0.310 0.302 0.294 0.286 0.279 0.272 0.265 0.258

3. Property tax MEC 0.123 0.122 0.120 0.117 0.115 0.112 0.109 0.106 0.103 0.100 0.097

AEC 0.123 0.123 0.121 0.120 0.119 0.117 0.116 0.114 0.113 0.111 0.110

4. Capital income tax (1 þ 2) MEC 0.318 0.302 0.280 0.253 0.228 0.204 0.182 0.161 0.141 0.122 0.105

AEC 0.318 0.310 0.296 0.282 0.269 0.257 0.246 0.235 0.225 0.215 0.206

5. Labor income tax MEC 0.172 0.165 0.156 0.144 0.134 0.125 0.118 0.112 0.107 0.104 0.102

AEC 0.172 0.169 0.162 0.156 0.151 0.146 0.142 0.138 0.135 0.132 0.129

6. Capital and labor income tax
(1 þ 2þ5 ¼ 4 þ 5)

MEC 0.249 0.235 0.216 0.191 0.167 0.145 0.125 0.106 0.088 0.071 0.056

AEC 0.249 0.243 0.229 0.217 0.206 0.195 0.184 0.175 0.166 0.157 0.149

7. Individual income tax MEC 0.229 0.220 0.207 0.190 0.174 0.159 0.144 0.131 0.119 0.107 0.097

AEC 0.229 0.225 0.216 0.207 0.199 0.192 0.184 0.178 0.171 0.165 0.159

8. Sales tax MEC 0.115 0.114 0.113 0.111 0.109 0.107 0.105 0.103 0.101 0.100 0.098

AEC 0.115 0.115 0.114 0.113 0.112 0.111 0.110 0.109 0.108 0.107 0.106

9. All taxes (except for property tax) MEC 0.214 0.201 0.182 0.158 0.135 0.115 0.095 0.078 0.061 0.047 0.033

AEC 0.214 0.208 0.195 0.183 0.172 0.161 0.151 0.142 0.133 0.125 0.118

10. All taxes MEC 0.198 0.185 0.165 0.140 0.116 0.094 0.073 0.053 0.034 0.017 0.001

AEC 0.198 0.192 0.178 0.166 0.154 0.142 0.131 0.121 0.111 0.101 0.092
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The other approach is to overhaul the entire tax
system as in the case of the consumption tax of
Hall and Rabushka (1995).

Jorgenson and Yun (2013) consider various
alternative tax reform proposals for the United
States and evaluate their performance in terms
of the improvement in the welfare of the econ-
omy. Table 3.4 reproduces some of the simula-
tion results. In the first set of simulations,
interasset and intersector tax wedges are elimi-
nated by setting the social rates of return on
short-lived and long-lived assets in the corporate
and noncorporate sectors to be equal to their
capital-weighted average in the steady state of
the base case.

In the second set of simulations, we extend the
analysis to the household sector and eliminate all

the tax wedges for capital allocation in the entire
private sector. This change in tax policy im-
proves the efficiency of the US economy dramat-
ically and produces huge welfare gains. These
results are consistent with Table 3.2 which shows
that the major tax distortion in the allocation of
capital is between the business and household
sectors. Since the elimination of the tax wedges
in the first two sets of simulation are roughly
revenue neutral, the necessary revenue adjust-
ments are small and the welfare effects are not
sensitive to the choice of revenue adjustment.

The third set of simulations is for corporate
tax integration. We implement corporate tax
integration by setting the steady state social rates
of return on short-lived and long-lived assets in
the corporate sector to be equal to their values

TABLE 3.4 Welfare effects of tax distortion: 2010 tax law (billions of 2011 US dollars).

Eliminated wedges and method of revenue adjustment Additivea Proportionalb

Interasset and intersector distortion: Corporate and noncorporate sectors, all assets

Lump-sum tax adjustment 303.9 303.9

Labor income tax adjustment 253.9 248.1

Sales tax adjustment 223.0 223.0

Individual income tax adjustment 227.6 226.9

Interasset and intersector distortion: All sectors, all assetsc

Lump-sum tax adjustment 5567.0 5567.0 (6963.6)

Labor income tax adjustment 5558.1 5619.4 (6961.1)

Sales tax adjustment 5550.3 5550.3 (6988.2)

Individual income tax adjustment 5545.4 5612.6 (6980.7)

Corporate tax integration

Lump-sum tax adjustment 2320.2 2320.2

Labor income tax adjustment 1715.4 398.3

Sales tax adjustment 1237.6 1237.6

Individual income tax adjustment 1422.4 100.0

a Under the additive tax adjustment, the average and marginal tax rates of labor income and the average tax rates of individual capital income are adjusted in
the same percentage points. The marginal tax rates of individual capital income are adjusted in the same proportion as the marginal tax rate of labor income.
b Under the proportional tax adjustment, average and marginal tax rates are adjusted in the same proportion.
c The figures in the parentheses represent the welfare effects under the revenue neutral proportional labor income tax.
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in the noncorporate sector in the steady state of
the base case, i.e., sq ¼ sm. Since corporate tax
integration shifts tax burden from corporate cap-
ital to elsewhere in the tax system, it is not reve-
nue neutral and the welfare effect is sensitive to
the method of tax adjustment. Under the hypo-
thetical lump-sum tax adjustment, the welfare
effect is as large as 2320.2 billion US dollars.
However, it becomes much smaller when real-
istic tax adjustments are used to offset the reve-
nue shortfall caused by the reduction of
corporate income tax.

It is useful to compare the welfare gain from
corporate tax integration with lump-sum tax
adjustment, 2320.2 billion dollars, with the corre-
sponding welfare gain from the first set of simu-
lations, 303.9 billion dollars. Under corporate tax
integration, although intersector tax wedges are
eliminated between corporate and noncorporate
sectors, interasset tax wedges still remain in both
sectors. In contrast, in the first set of simulations,
both interasset and intersectoral tax wedges are
eliminated. Nevertheless, the welfare gain from
corporate tax integration is much larger. This
may appear strange from the viewpoint of static
Harberger model. The key lies in the fact that
corporate tax integration reduces the tax burden
on corporate capital, and intertemporal resource
allocation is affected.

We finally consider the welfare cost of pro-
gressive labor income taxation in the context of
the second set of simulations where capital is
efficiently allocated across the private sector. In
order to evaluate the welfare cost of the progres-
sivity of labor income tax, we set the marginal
tax rate of labor income at its average tax rate.
This procedure reduces the marginal tax rate of
labor income from 25.1% to 9.5%. The welfare ef-
fects are presented in the parentheses of Ta-
ble 3.4. We find that the additional welfare
gains from flattening labor income tax are sub-
stantial. Since the tax change is roughly revenue
neutral, the results are not sensitive to the
method of tax adjustment.

3.6 Concluding remarks

In this chapter, we presented the DGEM that
Dale Jorgenson and I developed to evaluate the
welfare effects of tax policy and government
spending. Important features of the DGEM
include the cost of capital, translog price func-
tions, NL3SLS estimation of the consumer and
producer models, and two-stage allocation of
lifetime wealth. The intertemporal expenditure
function based on the DGEM plays a central
role in the welfare analysis of alternative tax
policies.

The cost of capital approach provides an
excellent framework for modeling taxation of in-
come from capital. All of the current instruments
of capital income taxation in the United States
are represented in the cost of capital formulas.
Indeed, the cost of capital can accommodate
practically any reasonable proposals for taxation
of income from capital. The cost of capital
approach allows us to measure tax wedges and
effective tax rates of income from capital.
Although tax wedges and effective tax rates
alone do not determine the efficiency costs of
tax distortion, they provide useful information
about the major sources of tax distortion in the
allocation of capital.

Our analyses of the efficiency costs of tax rev-
enues from various parts of the US tax system
allow us to gain a general view of the structure
of efficiency cost of taxation. We found that
taxation of income from capital is most expen-
sive in terms of the efficiency cost per dollar of
tax revenue. It seems reasonable to conclude
that the first priority of tax reform in the United
States is to reduce the distortions caused by
taxation of income from capital. In view of our
analysis, the corporate tax cut of 2018 in the
United States seems to be a step in the right
direction.

To evaluate the welfare effects of tax reform
proposals in a more realistic setting, we simu-
lated the economy with four alternative tax
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adjustments. We obtain the largest welfare gain
when all the tax wedges for capital allocation
are removed and capital is efficiently allocated
across the entire private sector. The welfare
gain further increases as labor income tax is flat-
tened. One important message from these simu-
lations is that we do not have to reduce the
effective tax rate of capital to zero to attain a
high level of welfare.

One may be reasonably confident that we can
design a number of tax reform proposals that
attain high levels of welfare for the economy.
However, efficiency is not the only virtue that
makes a good tax policy. Equity, however it is
defined, is another important virtue a good tax
policy must support. In a democratic society,
equitable taxation is not only an important virtue
in itself, it is also essential for securing political
support for tax policy.

In reality, we need to be prepared to sacrifice
some efficiency for the equity of tax burden.
Indeed it is possible to evaluate distributional ef-
fects of efficiency enhancing tax reform pro-
posals. OLG models with multiple consumers
distinguished by age and level of income can
be used to analyze distributional effects of tax
policy across age cohorts and income groups.
Jorgenson et al. (1997) and Jorgenson et al.
(2013) provide even more flexible framework in
which distributional effects of tax policy can be
analyzed with consumers distinguished by
wage rate and many other attributes. The critical
issue is to put together an efficient and equitable
tax reform proposal that is attractive to majority
of politicians and voters.
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Sources of growth in the world economy: a
comparison of G7 and E7 economies

Khuong M. Vu
National University of Singapore, Singapore

4.1 Introduction

The world economy has been undergoing
transformational changes in recent decades,
and these changes are expected to accelerate
and be even more profound in the future. More
excitingly, the drivers of change are now not
only confined to technological progress and
globalization trends but also the increasing influ-
ence of emerging economic powerhouses.

For decades since the end of theWorldWar II,
the G7 group of the world’s seven largest
economiesdthe United States, Japan, Germany,
the United Kingdom, France, Italy, and
Canadadhas commanded its dominant influ-
ence on the world economy. The accelerated
growth of China and India, since they launched
economic reforms a few decades ago, have
opened the way for the emergence of the
increasing strategic influence of large developing
economies on the global economic landscape.

Among the world’s largest economies ranked
by gross domestic product (GDP) share in 2017,
the G7 economies were no longer clustered at
the top as in the past. Although the United
States, Japan, and Germany remain in the list

of the seven largest economies, the United
Kingdom, France, Italy, and Canada have slip-
ped to the 9th, 10th, 12th, and 17th places,
respectively (Table 4.1). In contrast, appearing
on the list of the world’s largest economies
were China (which occupied the 1st place), India
(3rd), Indonesia (7th), Brazil (8th), Mexico (11th),
Turkey (13th), and South Korea (14th) (Table 4.1).
These seven emerging economies turned out to
be the world’s seven largest economies if the
G7 economies and Russia are excluded. This
group of seven emerging economies, which
will be referred to as the E7 throughout this
chapter, has contributed significantly to world
economic growth in the past few decades and
is expected to play an even more important
role in transforming the global economic land-
scape in the decade to come.

It is, therefore, important to conduct a
rigorous investigation of the economic perfor-
mance of the E7 economies vis-�a-vis their G7
peers in the recent past and project the changing
dynamics in the world order in the next decade.
In this chapter, we aim to conduct this study.

The remainder of this chapter is structured as
follows. Section 4.2 looks at the shares and
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contributions of the E7 economies in the world
economy in comparison with their G7 peers. Sec-
tion 4.3 examines the sources of growth of the E7
and G7 economies during the period 2000e17
while Section 4.4 analyzes their economic
catch-up performance over this period. Section
4.5 projects the productivity and GDP growth
for the E7 and G7 economies over the next
decade to reveal their ranks in the world

economic order in 2027. Section 4.6 summarizes
and concludes.

4.2 E7 and G7 in the world economy

This section highlights the salient features of
the E7 economies vis-�a-vis their G7 peers and
the changing dynamics of their shares and con-
tributions to world economy since 2000. While
Table 4.2 provides a snapshot of the E7 and G7
economies in 2017, Table 4.3 reports their eco-
nomic performance and contributions to the
world economy during the 2000e17 period.

As shown in Table 4.2, the E7 as a group is
more than four times larger than the G7 in pop-
ulation and has also been larger than the G7 in
GDP ($45.8 trillion vs. $38.9 trillion). It is inter-
esting to note that China and the United Statesd
the leading members in the E7 and G7,
respectivelydplay a similar role in their respec-
tive group, accounting for the dominant shares
in both GDP (51.8% for China in the E7 and
50.2% for the United States in the G7) and popu-
lation (40.8% for China and 42.6% for the United
States) (Table 4.2).

Regarding per-capita income, the E7 as a
group remains far below the G7 ($13.5 1000 vs.
$50.6 1000). This relative low income level is
observed for all E7 economies, with the excep-
tion of South Korea, which has recently sur-
passed Italy. Compared to their group average,
both China and the United States have a higher
income level (127.2% for China and 117.7% for
the United States). China, however, is well below
its three E7 peersdMexico, Turkey, and South
Korea, while the United States outperforms all
other G7 economies (Table 4.2).

From Table 4.3, three observations stand out
regarding the dynamics of economic growth
observed for the E7 and G7 economies during
2000e17 and its three subperiodsd2000e05,
2005e10, and 2010e17. First, the E7 as a group
far outperformed the G7 in economic growth
during 2000e17 (6.6% vs. 1.7%) and throughout

TABLE 4.1 World’s 20 largest economies by GDP in
2017.

Country Share in world GDP (%) Rank

China 18.9 1

United States 15.5 2

India 7.2 3

Japan 4.4 4

Germany 3.3 5

Russia 3.2 6

Indonesia 2.6 7

Brazil 2.6 8

United Kingdom 2.3 9

France 2.3 10

Mexico 1.9 11

Italy 1.8 12

Turkey 1.7 13

South Korea 1.6 14

Spain 1.4 15

Saudi Arabia 1.4 16

Canada 1.4 17

Iran 1.3 18

Egypt 1.1 19

Australia 1.0 20

GDP, gross domestic product.
Note: GDP is measured in purchasing power parity, 2017 price level.
Source: Author’s calculation using data from Conference Board Total
Economy Dataset.
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the three subperiods: 6.2% versus 2.2% in
2000%e05%; 7.8% versus 0.9% in 2005e10;
and 6.1% versus 1.8% in 2010e17. Conse-
quently, as the influence on the world economy
rapidly increased for the E7 during 2000e17, it
declined for the G7. In fact, the share in the
world GDP of the E7 as a group expanded
from 22.3% in 2000% to 36.5% in 2017, while
the share of the G7 contracted from 43.8% to
31.0% during this period. It should be noted
that while the E7’s share was nearly 50%
smaller than the G7’s in 2000, it had overtaken
the G7 by 2017.

Second, the E7 and G7 showed contrasting
growth patterns during the three subperiods.

With regards to the E7 group, its average growth
rate rose from 6.2% in 2000%e05% to 7.8% in
2005e10 and then slowed to 6.1% in 2010e17.
In addition, this pattern was observed for its
four largest economies: China (9.7%, 11.3%,
7.7%), India (6.2%, 8.0%, 6.6%), Indonesia
(4.6%, 5.9%, 5.3%), and Brazil (2.9%, 4.4%,
0.5%). In contrast, the growth rate of the G7
group dropped sharply from 2.2% in the first
subperiod to 0.9% in the second before recov-
ering to 1.8% in the third subperiod. With the
exception of Germany, this U-shape
pattern was also shared by all G7 economies:
the United States (2.9%, 1.2%, 2.3%); Japan
(1.9%, 0.6%, 1.4%); the United Kingdom (2.8%,

TABLE 4.2 Selected socioeconomic indicators on E7 and G7 economies in 2017 (countries in each group are sorted
by GDP size in decreasing order).

Country

GDP GDP per capital Population GDP GDP per capital Population

$ million $ 1000 Million Group[ 100

E7 45,799 13.5 3387 100.0 100.0 100.0

China 23,726 17.2 1380.20 51.8 127.2 40.8

India 9034 7.0 1283.20 19.7 51.8 37.9

Indonesia 3217 12.5 257.3 7.0 92.4 7.6

Brazil 3214 15.3 209.8 7.0 113.1 6.2

Mexico 2439 20.2 120.5 5.3 149.4 3.6

Turkey 2156 25.6 84.3 4.7 189.3 2.5

South Korea 2013 39.1 51.5 4.4 289.1 1.5

G7 38,851 50.6 769 100.0 100.0 100.0

United States 19,485 59.5 327.3 50.2 117.7 42.6

Japan 5462 43.3 126.1 14.1 85.7 16.4

Germany 4143 49.3 84.1 10.7 97.5 10.9

United Kingdom 2884 43.5 66.3 7.4 86.0 8.6

France 2829 42.1 67.2 7.3 83.3 8.7

Italy 2293 37.8 60.6 5.9 74.8 7.9

Canada 1755 47.6 36.9 4.5 94.2 4.8

GDP, gross domestic product.
Notes: Data is for 2017; GDP is measured in purchasing power parity (PPP) dollars.
Source: Author’s calculation using data from Conference Board Total Economy Dataset.
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0.4%, 2.0%); France (1.7%, 0.8%, 1.2%); Italy
(0.9%, �0.3%, �0.1%); and Canada (2.5%, 1.1%,
2.2%) (Table 4.3). The contrasting growth pat-
terns observed for the E7 and G7 groups show
that the 2007-08 global financial crisis caused se-
vere losses for the G7 economies but not for the
E7 economies, with the exception of Mexico
and Turkey. At the same time, it is interesting
to note that Germany’s growth consistently
accelerated during the three subperiods (0.6%,
1.2%, 1.8%), which suggests the positive effect

of the digital revolution that German has
prominently embraced in transforming the
economy.

Third, in terms of contribution to world eco-
nomic growth, the E7 has far surpassed the G7
andbecome themajor driving force. The contribu-
tionof theE7 increased from37.4% in2000%e05%
to 57.8% in both 2005e10 and 2010e17,while that
of the G7 fluctuated by approximately 20% over
the three subperiods, declining from 24.1% in
2000%e05% to 9.0% in 2005e10 and then

TABLE 4.3 E7 and G7 in the world economy: share in size and growth, 2000e17 (countries in each group are sorted
by 2017 GDP share in decreasing order).

Economy/Group

GDP growth

Share in
world GDP

2000e17
(%)

2000e05 2005e10 2010e17

(%)

Contribution to

(%)

Contribution to

(%)

Contribution to

Group World Group World Group World 2000 2017

E7 6.6 6.2 100.0 37.4 7.8 100.0 57.8 6.1 100.0 57.8 22.3 36.5

China 9.4 9.7 56.0 21.0 11.3 61.6 35.8 7.7 62.2 36.0 7.3 18.9

India 6.9 6.2 19.1 7.1 8.0 19.4 11.2 6.6 20.9 12.1 4.2 7.2

Indonesia 5.3 4.6 6.4 2.4 5.9 5.9 3.4 5.3 6.3 3.6 2.0 2.6

Brazil 2.3 2.9 6.3 2.3 4.4 6.4 3.6 0.5 0.6 0.4 3.3 2.6

Mexico 2.0 1.4 2.4 0.9 1.5 1.5 0.9 2.8 2.8 1.6 2.6 2.0

Turkey 4.9 4.7 4.6 1.7 3.2 2.1 1.2 6.3 4.9 2.8 1.4 1.7

South Korea 3.8 4.6 5.2 1.9 4.0 3.1 1.8 3.0 2.4 1.4 1.6 1.6

G7 1.7 2.2 100.0 24.1 0.9 100.0 9.0 1.8 100.0 17.1 43.8 31.0

United States 2.1 2.9 61.8 14.9 1.2 62.4 5.6 2.3 61.0 10.4 20.3 15.6

Japan 1.3 1.9 12.3 3.0 0.6 9.8 0.9 1.4 10.6 1.8 6.6 4.4

Germany 1.3 0.6 2.8 0.7 1.2 14.5 1.3 1.8 10.6 1.8 5.0 3.3

United Kingdom 1.7 2.8 9.3 2.2 0.4 3.4 0.3 2.0 7.9 1.4 3.2 2.3

France 1.2 1.7 5.8 1.4 0.8 6.9 0.6 1.2 4.9 0.8 3.4 2.3

Italy 0.1 0.9 3.1 0.8 �0.3 �2.5 �0.2 �0.1 �0.3 �0.1 3.4 1.8

Canada 2.0 2.5 4.9 1.2 1.1 5.5 0.5 2.2 5.4 0.9 1.9 1.4

GDP, gross domestic product.
Note: GDP is measured in purchasing power parity; World includes 121 economies. The shares by economy in World’s GDP and growth take
World ¼ 100.
Source: Author’s calculation using data from Conference Board Total Economy Dataset.

4. Sources of growth in the world economy: a comparison of G7 and E7 economies58



bouncing back to 17.1% in 2010e17. At the group
level, China and the United States were similar in
their dominant shares in contributing to group
growth, which were approximately 60% in all
three subperiods. Moreover, the increasing influ-
ence of India on the E7 and the world economy
is noticeable. The contribution to growth of this
second largest E7 economy steadily climbed up
during the three subperiods within the E7 group
(19.1%, 19.4%, 20.9%) as well as at the world level
(7.1%, 11.2%, and 12.1%). In addition, it is also
important to note that India has surpassed the
United States in contribution to world growth in
two recent subperiods: 2005e10 (11.2% vs. 5.6%)
and 2010e17 (12.1% vs. 10.4%) (Table 4.3).

4.3 Sources of growth during 2000e17:
E7 versus G7

Applying the growth accounting method
augmented by Jorgenson and his collaborators
(see Appendix 4.A for elaboration), the GDP
growth of a given economy can be decom-
posed into three main sources: capital input,
which consists of information and communica-
tions technology (ICT) capital and traditional
(non-ICT) capital; labor input, which is a prod-
uct of labor hours worked and labor quality;
and total factor productivity (TFP). Deriving
the growth decomposition results from the
Conference Board Total Economy Database,
Table 4.4 reports the sources of GDP growth
during the period of 2000e17 for the E7 and
G7 economies. The paragraphs below high-
light the key findings that stand out from
Table 4.4.

With regards to GDP growth during 2000e17,
the E7 far outperformed the G7 on two counts.
First, the E7 as a group recorded an average
growth of 6.6%, which was nearly four times
higher than the G7’s 1.7%. Second, the two E7
laggard playersdBrazil and Mexicodwere on
par with the two G7 leading performersdthe
US and Canadadfor which the GDP growth
rate was approximately 2%.

Capital accumulation was an important
source of growth for both the E7 and G7 econo-
mies during 2000e17, which was 3.49 percent-
age points per annum (ppa) for the E7 and 1.17
for the G7. Interestingly, while the magnitude
of the capital input contribution was notably
larger for the E7 than for the G7, the share of
this source in overall GDP growth was much
larger for the G7 (68.8%) than for the E7
(52.9%). In addition, this share was high not
only for the G7 economies but also for four
higher-income E7 economiesdTurkey (79.5%),
South Korea (77.6%), Brazil (63.9%), and Mexico
(61.5%). This finding tends to suggest that, even
for more advanced countries, focusing on inno-
vation alone is not sufficient to sustain desired
growth. That is, improving the business environ-
ment to foster capital investment remains a stra-
tegic priority to promote economic growth not
only for lower- but also higher-income econo-
mies. This insight is consistent with the findings
from previous studies on the importance of cap-
ital accumulation in driving economic growth
(for example, Jorgenson (1995); Kumar and Rus-
sel (2002); Corrado et al. (2009, 2013), and Vu
(2013a, 2013b)).1

ICT capital has been found to be an increas-
ingly important source of economic growth and
productivity performance.2 The evidence on the

1 In particular, Corrado et al. (2009) show that capital deepening becomes the unambiguously dominant source of
growth in labor productivity when intangibles are counted as capital.
2 For instance, see Jorgenson (2001, 2003), Oliner and Sichel (2000, 2002); Jorgenson and Stiroh (2000); Stiroh (2002);
Jorgenson and Motohashi (2005), Jorgenson et al. (2007), Jorgenson and Vu (2005, 2011, 2013, 2016), Bloom et al.
(2012); and van Ark (2014).
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contribution of ICT to growth during 2000e17 is
solid for both the E7 and G7 economies, which
ranged from 0.20 ppa for Indonesia to 1.0 for
South Korea in the E7, and from 0.24 for Italy
to 0.54 for the United States in the G7. It is impor-
tant to note that the share of ICT capital in total
capital input contribution was notably larger for

the G7 group (37.6%) than for the E7 (15.2%).
That is, while the magnitude of ICT contribution
to growth was comparable between the E7 and
G7 economies, its relative role in driving capital
accumulation and GDP growth was notably
larger for more advanced economies. It should
be noted, however, that some G7 economies

TABLE 4.4 Source of GDP growth, 2000e17: E7 versus G7 (countries in each group are sorted by GDP growth rate
in decreasing order).

Economy

GDP
Growth
(%)

Total capital input
contribution

Contribution of capital input
by type

Labor input
contribution

(ppa)
TFP growth
(ppa)

(ppa)

Share in
GDP
growth*

(ppa)

Share in total
capital input
contribution**

Non-
ICT ICT

Non-
ICT ICT Total Hours Quality

E7 6.6 3.49 52.9 2.96 0.53 84.8 15.2 1.06 0.57 0.49 2.06

China 9.4 4.42 47.0 3.84 0.57 86.9 12.9 0.73 0.4 0.33 4.2

India 6.9 3.84 55.7 3.15 0.69 82.0 18.0 1.4 0.9 0.5 1.63

Indonesia 5.3 3.04 57.4 2.84 0.20 93.4 6.6 1.36 0.72 0.63 0.85

Turkey 4.9 3.8 77.6 3.32 0.47 87.4 12.4 1.43 0.89 0.54 �0.3

South Korea 3.8 3.02 79.5 2.02 1.00 66.9 33.1 0.25 0.11 0.13 0.49

Brazil 2.3 1.47 63.9 1.1 0.38 74.8 25.9 1.95 0.58 1.37 �1.11

Mexico 2.0 1.23 61.5 0.97 0.25 78.9 20.3 1.07 0.89 0.18 �0.3

G7 1.7 1.17 68.8 0.72 0.44 61.5 37.6 0.44 0.19 0.25 0.07

United States 2.1 1.31 62.4 0.77 0.54 58.8 41.2 0.48 0.23 0.24 0.35

Canada 2.0 1.59 79.5 1.13 0.47 71.1 29.6 0.8 0.63 0.16 �0.4

United
Kingdom

1.8 1.2 66.7 0.86 0.34 71.7 28.3 0.8 0.47 0.33 �0.24

Germany 1.3 0.89 68.5 0.58 0.31 65.2 34.8 0.29 0.12 0.17 0.1

Japan 1.3 1.04 80.0 0.61 0.43 58.7 41.3 0.18 �0.13 0.3 0.06

France 1.2 1.03 85.8 0.69 0.34 67.0 33.0 0.48 0.21 0.27 �0.28

Italy 0.2 0.73 365.0 0.49 0.24 67.1 32.9 0.23 0.04 0.19 �0.82

GDP, gross domestic product; ICT, information and communications technology; TFP, total factor productivity.
Note: ppa ¼ percentage points per annum.
* GDP growth ¼ 100.
** Total capital input contribution ¼ 100.
Source: Author’s calculation using data from Conference Board Total Economy Dataset.
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were lagging in embracing ICT for growth. For
example, Chun et al. (2015) find that Japan was
behind South Korea in exploiting the synergy be-
tween ICT and intangible investments to foster
productivity growth in the 2000s.3

Labor input, which is a product of employ-
ment (hours worked) and labor quality, is a pos-
itive source of growth for all the E7 and G7
economies, with the magnitude being nearly
twice larger for the E7 than for the G7. While la-
bor quality is a positive source of growth for all
the E7 and G7 economies, hours worked was
negative only for Japan. This negative contribu-
tion of hours worked to Japan’s growth was
likely due the country’s problem of population
aging and contraction.4

TFP growth was positive and sizable for four
E7 economiesdChina (4.2 ppa), India (1.63),
Indonesia (0.85), and South Korea (0.49) but
negative for three other E7 economiesdTurkey
(�0.3 ppa), Brazil (�1.11), and Mexico (�0.3).
At the same time, TFP growth was positive for
only three G7 economiesdthe United States
(0.35), Germany (0.1), and Japan (0.06); while
negative for the four otherseCanada (�0.4), the
United Kingdom (�0.24), France (�0.28), and
Italy (�0.82). At the group aggregate level, TFP
growth was large for the E7 (2.06) but marginal
for the G7 (0.07), which means that the E7 has
become more important than the G7 not only
in driving world economic growth but also in
improving its overall efficiency of production.
The stronger performance of China, India,
Indonesia, and the United States on TFP growth
tends to suggest that large economies likely have
greater potentials to improve their efficiency.
One possible reason is the advantage these

economies have in achieving growth through re-
forms that foster structural change, which has
been evidenced to be an important source of
growth (Caselli and Coleman (2001); van Ark
and Timmer (2003); Fan et al. (2003); Jorgenson
and Timmer (2011); Dietrich (2012); Lin (2012;
2016); Vu (2018)).

4.4 E7 economies in the global dynamics
of economic catch-up: performance and

drivers

4.4.1 Catch-up performance index

To assess the catch-up performance of country
i over T-year period [0, T], we construct a catch-
up performance index (CUPI) that is defined as
follows:

CUPIi0; T ¼ ln

"
rel yiT
rel yi0

#,
T (4.1)

where rel yit is per-capita income of country i in
year t relative to the United States5:

rel yit ¼
yit
yUS
t

(4.2)

Note that yit and yUS
t , which are, respectively,

the per-capita income of country i and the United
States in year t, are measured in purchasing po-
wer parity (PPP) dollars at constant prices.

By definition, CUPIi0;T > 0 if country i is

catching up
�
rel yiT > rel yi0

�
, <0 if it is lagging

behind
�
rel yiT < rel yi0

�
, and ¼ 0 if it is neither

catching up nor lagging behind
�
rel yiT ¼ rel yi0

�

3 Corrado et al. (2013) point out the synergy between intangible (non-ICT capital) and ICT capital deepening in
fostering growth.
4 Japan’s population declined from 127 million to 126 million in 2017.
5 Woo (2011) labels this relative income level the “Catch-up Index” (CUI).
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4.4.2 Catch-up performance during
2000e17: E7 versus G7

Computing the CUPI during the period
2000e17 for the 121 economies with data avail-
able from the TED dataset, we find that 87 econ-
omies (72.5%) were catching up and 23
economies (27.5%) were lagging, using the
United States as the benchmark. In this catch-
up dynamics, six of seven E7 economies (86%)
were catching up, while five of six G7 economies
(83%) were lagging (Table 4.5). It is also worth
noting that China and India, the two major E7
economies, appeared in the top 10 of global
catching-up economies during the 2000e17

period, while Indonesia, Turkey, and South Ko-
rea were in the top 50.

4.4.3 Drivers of economic catch-up

As presented in Appendix 4.B, the CUPI value
of each country can be decomposed into three
components: capital deepening, labor participa-
tion, and raw TFP. The raw TFP component
combines the contribution of labor quality
improvement and TFP growth. This component,
which will be denoted as Raw Total Factor Pro-
ductivity (RTFP), provides a broader measure
of efficiency improvement in the use of basic pro-
duction factors: capital and hours worked.

TABLE 4.5 The catch-up performance of E7 and G7 economies, 2000e17 (countries in each group are sorted by
CUPI in decreasing order).

Economy

2000e17 CUPI GDP per capita (US [ 100) Catching up (yes/no)

Index value Global rank 2000 2017

E7

China 7.54 1 8.0 28.9 Yes

India 4.17 9 5.8 11.8 Yes

Indonesia 2.83 23 13.0 21.0 Yes

Turkey 2.37 30 28.7 43.0 Yes

South Korea 1.96 41 47.1 65.7 Yes

Brazil 0.02 86 25.7 25.7 Yes

Mexico �0.47 99 36.8 34.0 No

G7

Japan 0.04 84 72.2 72.8 Yes

United States 0.00 88 100.0 100.0 e

Germany �0.13 89 84.6 82.7 No

United Kingdom �0.20 91 75.5 73.0 No

Canada �0.34 92 84.7 80.0 No

France �0.63 105 78.7 70.7 No

Italy �1.49 113 81.9 63.5 No

CUPI, catch-up performance index; GDP, gross domestic performance.
Source: Author’s calculation using data from Conference Board Total Economy Dataset.
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For a given economy, the values of the three
aforementioned components capture the drivers
of its catch-up performance during the period of
examination. A positive (negative) value of cap-
ital deepening means that the country outper-
formed (underperformed) the United States on
enhancing capital intensity, which means it can
be a driver (dragger) of the country’s catch-up.
Similarly, a positive (negative) value of labor
participation shows that the country was stron-
ger (weaker) than the United States in labor
participation (employment-to-population rate),
which enhances (lessens) the country’s catch-up

performance. Finally, the RTFP growth captures
the country’s performance relative to the United
States in improving the use efficiency of basic
production factors.

Table 4.6 reports the values of CUPI and its
three components for the E7 and G7 economies,
which reveal several important findings. First,
all Asian E7 economiesdChina, India,
Indonesia, and South Korea recorded robust
catch-up performance, for which all three
driversdcapital deepening, labor participation,
and RTFP growth were positive. The sizable
magnitude of capital deepening (exceeding 1.0)

TABLE 4.6 Drivers of economic catch-up performance, 2000e17: E7 versus G7 economies (countries in each group
are sorted by CUPI in decreasing order).

Country CUPI

CUPI component (value) CUPI component (share), CUPI[ 100

Capital
Deepening

Labor
participation RTFP

Capital
Deepening

Labor
participation RTFP

E7

China 7.54 3.18 0.41 3.94 42.2 5.5 52.3

India 4.17 2.26 0.38 1.53 54.2 9.0 36.8

Indonesia 2.83 1.35 0.58 0.90 47.9 20.4 31.7

Turkey 2.37 2.11 0.62 �0.36 89.2 26.2 �15.4

South Korea 1.96 1.76 0.16 0.03 89.9 8.4 1.7

Brazil 0.02 �0.02 0.37 �0.34 �116 2086 �1870

Mexico L0.47 �0.38 0.63 �0.71 81.9 �134.6 152.7

G7

Japan 0.04 0.06 0.21 �0.23 138.9 477.3 �516.2

United States 0.00 0.00 0.00 0.00 — — —

Germany L0.13 �0.17 0.36 �0.32 130.1 �280.4 250.3

United Kingdom L0.20 �0.09 0.40 �0.50 46.7 �204.5 257.9

Canada L0.34 0.19 0.30 �0.83 �57.4 �89.9 247.3

France L0.63 �0.21 0.19 �0.61 33.5 �29.3 95.7

Italy L1.49 �0.43 0.16 �1.22 29.0 �10.9 81.9

CUPI, catch-up performance index.
Source: Author’s calculation using data from Conference Board Total Economy Dataset.
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observed for these four economies implies the
crucial role of capital accumulation in Asia’s eco-
nomic success.6

Second, three non-Asian E7 economiesd
Turkey, Brazil, and Mexico demonstrated
different patterns of catch-up performance
compared to their Asian E7 peers. For all three
economies, RTFP was a dragger, which means
that they were behind the United States on
improving the efficiency of using basic produc-
tion factors. This dragger should be a cause of
concern not only for lagging Mexico but also
for Turkey and Brazil, which made progress on
catch-up. It is noticeable that Turkey’s strong
catch-up performance was driven heavily by
capital deepening, which contributed 89.2% to
the country’s CUPI. At the same time, Brazil’s
slight catch-up performance (CUPI ¼ 0.02) was
driven merely by labor participation, while its
capital deepening and RTFP were draggers.

Third, the G7 economies shared rather similar
patterns in their CUPI components. All six econ-
omies outperformed the United States in labor
participation but lagged in RTFP. With regard
to capital deepening, Japan and Canada were
slightly stronger than the United States, while
Germany, the United Kingdom, France, and
Italy lagged.

4.5 Prospects for the E7 and G7
economies in 2027: a projection exercise

This section projects economic growth for the
E7 and G7 economies during the decade
2017e27. The projection exercise, which is based
on the predicting model introduced in Jorgenson
et al. (2002), projects the average labor produc-
tivity (ALP) and GDP growth for the period of
2017e27, making assumptions on the

parameters and variables for three scenarios:
pessimistic, base-case (which is the most likely
to occur), and optimistic. Details of the forecast
framework and key assumptions used for
this projection exercise are presented in
Appendix 4.C.

4.5.1 Salient insights from projection
results

Table 4.7 summarizes the projection results,
which reveal several important insights. The
findings below are based mainly on the projec-
tion results from the base-case scenario.

First, as shown in the base-case, the E7 as a
group will fair less impressively over the next
decade (2017e17) compared to the recent one
(2007e17) in both labor productivity growth
(4.43% vs. 5.51%) and GDP growth (5.52% vs.
6.34%). Interestingly, this overall pattern is
observed for the four Asian E7 economiesd
China, India, Indonesia, and South Korea but
not for the three other E7 economiesdTurkey,
Brazil, and Mexico, for which growth will accel-
erate significantly in the next decade. In addi-
tion, it should be noted that in the optimistic
scenario, for India and Indonesia their labor pro-
ductivity and GDP growth will also accelerate
substantially.

Second, although India will remain behind
China in labor productivity growth, it will
become the leading player in GDP growth over
the next decade, followed by China and
Indonesia. However, South Korea will be a less
impressive player in the upcoming decade,
becoming the slowest-growing economy in the
E7 group, which may give an economic impera-
tive for South Korea to engage North Korea in
joint economic development efforts more proac-
tively to boost their economic performance.

6 It should be noted, however, that of these four Asian E7 economies, only South Korea has joined the group of high-
income nations. South Korea’s remarkable catch-up success was driven not only by capital accumulation but also its
special emphasis on technological progress through in-house R&D in private sectors (Lee, 2009).
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Third, compared to 2007e17, as a group, the
G7’s labor productivity and GDP growth will
exhibit two opposite trends in the next decade.
While its labor productivity growth will
accelerate from 0.71% in 2007e17 to 0.94% in
2017e27, its GDP growth will slow from
1.23% to 1.15%. This pattern is particularly
pronounced for three G7 economies: Canada
(ALP: 0.65%e0.85%; GDP: 1.65%e1.46%),
Germany (ALP: 0.28%e0.79%; GDP: 1.21%e
0.9%), and Japan (ALP: 0.68%e0.84%; GDP:
0.83%e0.54%). This contrasting pattern tends
to suggest these G7 economies will make good

progress in improving labor productivity while
population aging remains a formidable problem
in hindering their GDP growth. The four other
G7 economies will show patterns somehow
different from what will be observed at the
group level. The United States, which was the
strongest player in both ALP and GDP growth
during 2007e17, will experience a growth slow-
down for both measures in 2017e27, while the
United Kingdom, France, and Italy, which
were low performers in the past decade, will
perform better in both measures in the next
decade.

TABLE 4.7 Projected labor productivity and GDP growth, 2017e27: E7 versus G7 (countries in each group are
sorted by base-case projected GDP growth over 2017e27 in decreasing order).

Economy

Average labor productivity (ALP) growth GDP growth

Actual 2007e17

Projections, 2017e27
Actual
2007e17

Projections, 2017e27

Pessimistic Base-case Optimistic Pessimistic Base-case Optimistic

E7 5.51 2.80 4.43 5.65 6.34 3.59 5.22 6.44

India 5.49 3.42 5.13 6.84 6.72 4.56 6.55 8.55

China 8.09 3.72 5.58 6.69 8.41 3.80 5.69 6.82

Indonesia 3.91 2.09 3.13 4.18 5.47 3.19 4.51 5.83

Turkey 1.53 1.35 2.03 2.44 4.84 3.55 4.23 4.64

Mexico �0.07 0.37 0.55 0.73 2.02 1.86 2.42 2.98

Brazil 0.96 0.96 1.51 2.06 1.52 1.55 2.25 2.95

South Korea 1.78 0.95 1.42 1.90 3.04 1.38 1.96 2.54

G7 0.71 0.57 0.94 1.31 1.23 0.78 1.15 1.52

United Kingdom 0.20 0.64 0.96 1.28 1.07 1.10 1.53 1.96

Canada 0.65 0.56 0.85 1.13 1.65 1.06 1.46 1.86

United States 1.06 0.68 1.01 1.35 1.64 1.00 1.42 1.84

France 0.44 0.58 0.87 1.17 0.77 0.65 0.96 1.27

Germany 0.28 0.53 0.79 1.06 1.21 0.61 0.90 1.19

Japan 0.68 0.56 0.84 1.12 0.83 0.19 0.54 0.88

Italy �0.49 0.16 0.27 0.37 �0.57 0.07 0.19 0.31

GDP, gross domestic product.
Note: GDP share projections for 2027 are based on base-case results.
Source: Author’s calculation using data from Conference Board Total Economy Dataset.
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4.5.2 The share of E7 and G7 economies
in the world economy in 2027

Projection results presented in Section 4.5.1
allow us to map out the changing positions of
the E7 and G7 groups and their member econo-
mies in the global economic landscape in the
next decade. As shown in Table 4.8, the G7 as a
group will expand its share of world GDP by
6.8% points, from 36.5% in 2017% to 43.3% in
2027. In contrast, the share of the G7 will
dwindle by 6.2% points, from 31% to 24.8%
over the decade. Furthermore, it should be noted
that the share in world GDP will expand for only
four E7 economiesdChina (þ4.49% points), In-
dia (þ2.47% points), Indonesia (þ0.27% points),
and Turkey (þ0.13%); while it will shrink for
the three other E7 economies: Brazil (�0.28%
points), Mexico (�0.19% points), and South Ko-
rea (�0.22%). At the same time, this share will
also be shrinking for all G7 economies: the
United States (�2.81% points), Japan (�1.09%
points), Germany (�0.73% points), the United
Kingdom (�0.40% points), France (�0.49%
points), Italy (�0.50% points), and Canada
(�0.25% points) (Table 4.8).

The changing shares of the E7 and G7 econo-
mies of world GDP will also affect their global
ranking by this measure over the next decade.
While the rankings will remain unchanged for
four economiesdChina (1st), India (3rd), Brazil
(8th), and South Korea (14th), it will improve
for Indonesia (from 7th to 5th) and Turkey
(from 13th to 11th) and decline for Mexico
(from 11th to 13th). At the same time, this
ranking will remain the same for three G7
economiesdthe United States (2nd), Japan
(4th), and Canada (17th), while declining for
four other G7 economies: Germany (from 5th
to 6th), the United Kingdom (9th to 10th), France
(10th to 12th), and Italy (from 12th to 16th)
(Table 4.8).

TABLE 4.8 Global ranks and world shares by GDP in
2017 and 2027: E7 versus G7

Group/
Country

Global rank
by GDP Share in world GDP

2017 2027
2017
(I)

2027
(II)

Change
(IIeI)

E7 36.5 43.3 6.8
China 1 1 18.9 23.4 4.49

India 3 3 7.2 9.7 2.47

Indonesia 7 5 2.6 2.8 0.27

Brazil 8 8 2.6 2.3 �0.28

Turkey 13 11 1.7 1.9 0.13

Mexico 11 13 1.9 1.8 �0.19

South Korea 14 14 1.6 1.4 �0.22

G7 31 24.8 �6.2

United States 2 2 15.5 12.7 �2.81

Japan 4 4 4.4 3.3 �1.09

Germany 5 6 3.3 2.6 �0.73

United
Kingdom

9 10 2.3 1.9 �0.40

France 10 12 2.3 1.8 �0.49

Italy 12 16 1.8 1.3 �0.50

Canada 17 17 1.4 1.2 �0.25

Addendum: G20 economies other than E7 and G7 in 2027

Russia 6 7 3.2 2.4 �0.73

Saudi Arabia 16 9 1.4 2.0 0.55

Iran 18 15 1.3 1.4 0.08

Egypt 19 18 1.1 1.1 0.06

Spain 15 19 1.4 1.1 �0.33

Pakistan 24 20 0.9 1.0 0.10

GDP, gross domestic product.
Source: Author’s calculation using data from Conference Board Total
Economy Dataset.
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Note that all E7 and G7 economies will remain
in the G20 group of the largest 20 economies in
2027. The group, in addition to the E7 and G7
economies, includes Russia, Saudi Arabia, Iran,
Egypt, Spain, and Pakistan. It is interesting to
see that among these five economies, Saudi Ara-
bia, Iran, Egypt, and Pakistan will ascend signif-
icantly in their rankings, while Russia and Spain
will experience a decline (Table 4.8).

Figs. 4.1 and 4.2 below exhibit a clearer pic-
ture of dynamic change in the global GDP
shares of the E7 and G7 economies during
2017e27. Fig. 4.1, which focuses on the two
largest economies of each groupdChina and In-
dia of the E7 and the United States and Japan of
the G7, shows that China and India will exhibit
a consistent clear upward trend, while the

United States and Japan a sharp trend in the
opposite direction. These four economies will
remain as the four largest economies in the
world in the next decade.

For the next five economies in each group,
which are described in Fig. 4.2, the dynamics
are more interesting. Indonesia, which is on a
strong rising trend, will overtake Germany to
be the fifth largest economy by 2025. Similarly,
on a rising trend, Turkey will surpass Italy by
2019, Mexico by 2025, and France by 2026. At
the same time, although South Korea and
Mexico will exhibit declining trends, they will
overtake some G7 economies that will contract
faster. South Korea will surpass Italy by 2025,
while Mexico will be comparable to France in
2027 (Fig. 4.2).
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FIGURE 4.1 Trends in the world gross domestic product (GDP) share, 2017e27: E7 versus G7dthe top two economies
(China and India vs. the United States and Japan).
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4.6 Conclusion

The world economy has experienced pro-
found change in the past few decades and is ex-
pected to undergo even more transformational
changes in the decades to come. In addition to
the rapid technological progress and extensive
globalization trends, the increasing influence of
the large emerging economies on the global eco-
nomic landscape has become an important issue
that calls for more rigorous research and policy
attention. This chapter examines the perfor-
mance of the seven largest emerging
economiesdChina, India, Indonesia, Brazil,
Mexico, Turkey, and South Korea, which
together form a group referred to as the E7,
comparing them robustly with the G7 group,
which include the seven largest industrialized
economiesdthe United States, Japan, Germany,
the United Kingdom, France, Italy, and Canada.

To better understand the changing dynamics
of the influence of the E7 vis-�a-vis G7 economies
in the global economic landscape, the study con-
ducts analyses focusing on three important areas
of economic performance: sources of growth,

catch-up performance, and future prospects.
The investigation reveals a number of valuable
insights, including the following.

First, the E7 by far outperformed the G7 in
contributing to world growth, with its contribu-
tion share reaching approximately 60% during
2005e10 and 2010e17 compared to less than
20% for the G7. Moreover, not only China but
also India has well exceeded the United States
in contribution to world growth.

Second, capital accumulation exceeded TFP as
a source of growth during the 2000e17 period
for both the E7 and G7 groups. Interestingly,
the contribution of capital accumulation in
GDP growth was much larger for the G7
(68.8%) than for the E7 (52.9%). It is important
to note that the three largest E7 economiesd
China, India, and Indonesia, achieved sizable
gains in TFP growth, while most G7 economies
recorded negative TFP growth. The high TFP
growth observed for China, India, and Indonesia
tends to suggest that structural change fostered
by their reforms has enabled these economies
to leverage their advantage of large populations
and agricultural sectors.
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FIGURE 4.2 Trends in the world gross domestic product (GDP) share: E7 versus G7dthe next five economies.
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Third, regarding income level, all E7 econo-
mies, with the exception of Mexico, made prog-
ress in catching up with the United States
during 2000e17 while all G7 economies, except
for Japan, lagged. All three potential driversd
capital deepening, labor participation enhance-
ment, and efficiency improvement played a sig-
nificant role in the catch-up success of the four
Asian E7 economies of China, India, Indonesia,
and South Korea.

Finally, in projection for 2027, China, the
United States, India, and Japan will remain the
four largest economies, while Indonesia will
overtake Germany to become the fifth largest
economy, and Turkey will surpass France and
Italy to ascend in rank from 13th to 11th. In addi-
tion, it is worth noting that South Korea will
perform less impressively in the next decade,
while Turkey, Mexico, and Brazil will exhibit
improving trends.

It should also be noted that all E7 and G7
economies will remain in the G20 group of the
world’s 20 largest economies in 2027. In addition
to the E7 and G7 economies, the G20 group in
2027 will include three Middle East economiesd
Saudi Arabia, Iran, and Egypt, one South Asian
economydPakistan, and one European econ-
omy, Spain. It, however, remains to be seen
how the on-going developments, which range
from the turmoil caused by protectionism and
the USeChina trade war to the transformational
effects of emerging smart technologies such as
artificial intelligence and block chain, will affect
the performance of the largest economies and
the global economic landscape in the decades
to come. This issue indeed calls for more in-
depth and extensive research.

Appendix 4.A Growth decomposition
framework

GDP growth of a given country can be decom-
posed using an extended production possibility
frontier (PPF) model as shown below (see

Jorgenson (2001) and Jorgenson et al. (2005) for
more details):

Y ¼ A:XðKnict;Kict;H; LQÞ (4.A.1)

where gross domestic product Y is produced
from an aggregate input function X of capital
and labor services. The capital services are
rendered by non-ICT capital Knict and ICT capital
Kict. The non-ICT capital Knict consists of three
non-ICT capital vintagesdnonresidential build-
ings and structures, transport equipment, and
machinery and equipment; however, the ICT
capital Kict comprises computer hardware, com-
puter software, and telecommunication equip-
ment. The labor services are from labor input L,
which is a product of total hours worked H
and labor quality index LQ (L ¼ H.LQ). The TFP
A represents a Hicks-neutral augmentation of
the aggregate input function.

Under the neoclassical assumptions of
competitive markets and constant returns to
scale, Eq. (4.A.1) can be transformed into a
growth accounting decomposition:

D ln Y ¼ nKictD ln Kict þ nKnictD ln Knict þ nLD ln H

þ nLD ln LQ þ D ln A

(4.A.2)

where n is the average share in total factor in-
come of the subscripted input over the period
under examination. All variables are expressed
in logarithmic first differences (Dln) to represent
their growth rates. The assumption of constant
returns to scale of the aggregate input function
implies that

nK ¼ nKict þ nKnict ¼ 1� nL:

Eq. (4.A.2) implies that GDP output growth
can be decomposed into:

• The contribution of capital input
(nKictD ln Kict þ nKnictD ln Knict), which consists
of the contribution of ICT capital services
(nKictD ln Kict) and the contribution of non-ICT
capital services (nKnictD ln Knict);
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• The contribution of labor input (nLD ln Hþ
nLD ln LQ), which consists of the contribution
of total hours worked (nLD ln H) and the
contribution of labor quality improvement
(nLD ln LQ); and

• Total factor productivity growth (TFPG) (Dln
A).

Appendix 4.B Decomposition of the
catch-up performance index

The CUPI, by definition, can be expressed as
follows7:

CUPIi0; T ¼ ln

"
relyiT
relyi0

#,
T ¼ ln

2
66664
yiT
yUS
T

yi0
yUS
0

3
77775
,

T

¼ Dln yi0;T � Dln yUS
0;T

(4.B.1)

where Dln yi0;T is the average annual growth rate
over period [0, T] of country i’s per-capita
income.

Note that

Dln yi0;T ¼ Dln Yi
0;T � Dln Pi

0;T (4.B.2)

where Dln yi0;T; DlnYi
0;T; and DlnPi

0;T are the
average annual growth rate of country i’s GDP
per-capita, GDP, and population over the period
[0, T], respectively.

As presented in Appendix 4.A, GDP growth
for a country can be decomposed into the contri-
bution of capital input, labor hours worked, labor
quality, and TFP. To quantify the sources of
CUPI, we slightly modify the GDP growth

decomposition framework (4.A.1) in Appendix
4.A into8:

Dln Y ¼ vDln K þ ð1� vÞDln H þ Dln B (4.B.3)

where

• vDln K ¼ vnictDln Knict þ victDln Kict is the
contribution of total capital input, which
consists of ICT and non-ICT capital; v is the
average income share of capital input over
period [0, T].

• ð1�vÞDln H is the contribution of labor hours
worked (employment).

• Dln B ¼ Dln LQ þ Dln A, which is the
combined contribution of labor quality
improvement and TFP growth. This
combined component captures the
contribution of efficiency improvement in the
use of basic production factors, which will be
referred to as raw TFP and denoted as RTFP
in this study.

Combining (4.B.2) and (4.B.3) yields

Dln y ¼ Dln Y� Dln P ¼ ½vDln K

þ ð1� vÞDln H þ Dln B� � Dln P

4Dln y ¼ vðDln K � Dln PÞ
þ ð1� vÞðDln H � Dln PÞ þ Dln B

4Dln y ¼ v:DlnðK=PÞ þ ð1� vÞ:DlnðH=PÞ
þ Dln B

(4.B.4)

Eq (4.B.4) means that per-capita income
growth rate over a period of a country can be
decomposed into three sources:

(i) v:DlnðK =PÞ, the contribution of capital
deepening in the population, which will be
denoted as kpopc;

(ii) ð1 �vÞDlnðH =PÞ, the contribution of labor
force participation expansion, which will be
denoted as lpopc; and

7 See Vu (2018) for more detailed discussion.
8 The subscripts of country i over period [0, T] are suppressed for exposition simplicity.
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(iii) DlnB, which is the contribution from
efficiency improvement in the use of basic
production factors, which will be denoted
as RTFP.

The CUPI in Eq (4.B.1), therefore, can be
expressed as

CUPIi0; T ¼
�
kpopci0;T � kpopcUS

0;T

�
þ
�
lpopci0;T � lpopcUS

0;T

�
þ
�
RTFPi

0;T �RTFPUS
0;T

� (4.B.5)

That is, the CUPI for a country can be broken
down into three constituent components
capturing its performance relative to the United
States on the three sources of per-capita growth:

•
�
kpopci0;T �kpopcUS

0;T

�
, which is the differential

in capital deepening rate, which will be
referred to in the chapter as “capital
deepening”;

•
�
lpopci0;T �lpopcUS

0;T

�
, which is the differential in

labor participation rate, which will be referred
to in the chapter as “labor participation”; and

•
�
RTFPi

0;T �RTFPUS
0;T

�
, which is the differential

in RTFP.

Appendix 4.C Growth predicting model
and key assumptions

4.C.1 Growth predicting model

The growth predicting model introduced
below is based on the projection framework
introduced by Jorgenson et al. (2002). GDP
growth of a country over a period can be decom-
posed as

Dln Y ¼ vDln K � ð1� vÞðDln HþDln LQÞ
þ Dln A

(4.C.1)

where Y, K, H, LQ, and A are GDP, capital ser-
vices, hours worked, labor quality, and TFP,
respectively, while Dln in front of a variable

represent its average growth rate over the
period of examination; v is the average income
share of capital input over the period of
examination.

From Eq (4.C.1), growth of ALP, which is
computed as GDP Y divided by total labor hours
worked H, can be decomposed as

Dln ALP ¼ DlnðY=HÞ ¼ Dln Y� Dln H

¼ vðDln K � Dln HÞ
þ ð1� vÞDln LQ þ Dln A

4Dln ALP ¼ vDln k þ ð1� vÞDln LQ þ Dln A

(4.C.2)

where k ¼ K/H (ratio of capital services K to la-
bor hours worked H), which is also referred to
as capital deepening in a worker.

Three new parameters of the predicting
model are defined below.

(i) The capital deepening in the economy is
defined the gap between the growth rates of
capital stock S and GDP Y:

s ¼ Dln S� Dln Y (4.C.3)

In theory, s ¼ 0 for the economies at the
steady state and positive for most developing
countries.

(ii) Capital quality KQ is defined as the ratio of
total capital services K to the aggregate
capital stock S to capture the value each unit
of capital stock can render in generating
GDP (Jorgenson and Grilliches, 1967):

KQ ¼ K=S (4.C.4)

The shift of capital stock structure from tradi-
tional (non-ICT) toward ICT capital in the recent
decades has been a major factor driving capital
quality KQ growth, which is computed as

Dln KQ ¼ Dln K � Dln S (4.C.5)

Combining (4.C.2) and (4.C.5) yields

Dln K ¼ Dln KQ þ sþ Dln Y (4.C.6)
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Dln k ¼ Dln KQ þ sþ Dln ALP (4.C.7)

Substituting Eq. (4.C.7) into Eq. (4.C.2), we
have

Dln ALP ¼ vðDln KQ þ sþDln ALPÞ
þ ð1� vÞDln LQ þ Dln A

(4.C.8)

4Dln ALP ¼ v
1� v

Dln KQ þ v
1� v

sþ Dln LQ

þ 1
1� v

Dln A

(4.C.9)

Eq. (4.C.9) provides a model for predicting la-
bor productivity growth of a country during a
given future period. GDP growth projected
for this period, therefore, will be simply
computed as

Dln Y ¼ Dln ALPþ Dln H (4.C.10)

where Dln H is the projected growth of labor
hours worked during the period.

The growth predicting model in Eq. (4.C.8) of-
fers three advantages. First, the model explicitly
indicates the channels for promoting labor pro-
ductivity growth, which can be done through
accelerating growth in capital and labor quality
(Dln KQ and Dln LQ), enhancing capital deep-
ening in the economy (s) and fostering TFP
growth (DlnA). Second, the model allows policy-
makers to examine these sources of growth for
the past period to see what changes in policy
should be made to accelerate growth and make
it more sustainable. Finally, the model makes
good use of the information observed for the
recent period to set the assumptions on variables
and parameters for the predicting model.

4.C.2 Key assumptions

The projections of ALP and GDP growth for
the E7 and G7 economies during the next 10-
year period, 2017e27, are based on the assump-
tions on the values that the variables and

parameters in Eqs. (4.C.9) and (4.C.10) will take
in this period. The assumptions for the base-
case are applied to all the E7 and G7 economies,
except for China and Indonesia. The exceptions
made for these two countries are based on expec-
tations that China will experience a growth slow-
down compared to its extraordinary
performance in the recent decades and the loom-
ing adverse effect of the USeChina trade war
and that Indonesia will significantly improve
its investment environment in the coming years.
The assumptions for the pessimistic and opti-
mistic scenarios are based on some simple ad-
justments on projected TFP and employment
growth.

4.C.2.1 The assumptions for the base-case

(i) The average income share of capital (v) is
equal to the average share observed for the
past 7-year period, 2010e17.

(ii) Capital quality growth (Dln KQ) will be 2/3
of the average rate observed for the past 10-
year period, 2007e17, assuming some
slowdown in the shift toward ICT assets.

(iii) Capital deepening (s) will be the same rate
observed for the past 10-year period,
2007e17. For China, we reduce this rate by
50% from 1.2% to 0.6%, while for Indonesia,
we assume this rate to be 1% instead
of �0.016% observed for the past 10-year
period.

(iv) Labor quality growth (Dln LQ) will be the
same as the average rate observed for the
past 10-year period, 2007e17.

(v) TFP growth (Dln A).

Dln A ¼ ðDln A20þDln A10þDln A7

þDln A3Þ=4
(4.C.11)

where Dln A20, Dln A10, Dln A7, and Dln A3
are, respectively, the average TFP growth rates
over the past 20-year (1997e2017), 10-year
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(2007e17), 7-year (2010e17), and 3-year
(2014e17) periods. The projected TFP growth
from Eq. (4.C.11) implies that what observed
for TFP growth in recent periods will have a
more pronounced effect on TFP growth over
the next decade. For China, we assume TFP
growth will be only 2/3 of the value estimated
from Eq. (4.C.11).

(vi) Employment growth (Dln H).

Dln H ¼ ðDln H2007�17þDln E2017�27Þ=2
where Dln H2007�17 is the employment growth
rate observed for the country over the past
decade, 2007e17, while Dln E2017�27 is the coun-
try’s projected growth rate of population aged
25e64 extrapolated from the population forecast
for 2025 and 2035 provided by United Nations
(2017).

4.C.2.2 The assumptions for the pessimistic
scenario

The assumptions change from the base-case
for TFP growth (Dln A) and employment growth
(DlnH), assuming that they will take their min
values shown below:

Dln Amin ¼

8>>>><
>>>>:

�
2
3

�
Dln A if Dln A > 0

�
4
3

�
Dln A if Dln A < 0

Dln Hmin ¼

8>>>><
>>>>:

�
2
3

�
Dln H if Dln H > 0

�
4
3

�
Dln H if Dln H < 0

4.C.2.3 The assumptions for the optimistic
scenario

The assumptions change from the base-case
only for TFP growth (Dln A) and employment

growth (Dln H), assuming that they will take
their maximum values shown below:

Dln Amax ¼

8>>>><
>>>>:

�
4
3

�
Dln A if Dln A > 0

�
2
3

�
Dln A ifDln A < 0

Dln Hmax ¼

8>>>><
>>>>:

�
4
3

�
Dln H if Dln H > 0

�
2
3

�
Dln H if Dln H < 0
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5.1 Introduction

Over the past three decades productivity
growth in European countries has gradually
weakened despite some recovery after recessions
and crises. Productivity growth has therefore
become a central cause for concern about pros-
pects for future growth in living standards across
Europe. Especially when US productivity growth
accelerated in the mid-1990s, the lack of a similar
development across most of Europe stood out
(Timmer et al., 2010). Between 1995 and 2005,
GDP per hour worked increased at an average
annual rate of 2.5% in the United States compared
with 1.4% in the EU-15, the countries that were
members of the European Union before 2004.1

Since the mid-2000s, US labor productivity
growth has been similarly stuck in lower gear. Be-
tween 2006 and 2015, US labor productivity grew

at an average annual rate of 1.1%,while labor pro-
ductivity growth in the EU-15was only 0.7%. The
Global Financial Crisis (GFC) depressed produc-
tivity growth in part for cyclical reasons. Howev-
er, as the productivity slowdown started well
before the GFC, around 2005, there are good rea-
sons to assume there have been other structural
factors at work, including a long-term shortfall
of investment (Cette et al., 2016; Fernald et al.,
2017) and major business and societal challenges
translating digital technology into productivity
growth (van Ark and O’Mahony, 2016).

One strand of literature has focused on the
declining effectiveness of the overall innovation
process, which shows signs of having become
both more difficult and more expensive, so that
a slowdown in productivity may be unavoidable
even in the medium term (Bloom et al., 2018).
Others have argued that the productivity effects

1 The Conference Board Total Economy Database, November 2018, https://www.conference-board.org/data/
economydatabase/.
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of new technology have so far primarily
benefited global frontier firms, while other firms
have lagged increasingly behind (Andrews et al.,
2016; Riley and Bondibene, 2018). However,
much of the recent uneven effects of technology
on growth may just be temporary as suggested,
for example, by Harberger (1998) who distin-
guishes between a random “mushroom-type”
and a broad-based “yeast-like” phase of produc-
tivity improvements across industries. Such
ideas are not out of line with the more systemic
thinking from the evolutionary school of eco-
nomics about sociotechnological paradigm
changes. For example, Perez (2002) distinguishes
between the installment and the deployment
phases of new technologies with distinctly
different growth and productivity effects.

So far, most of the analysis of the recent
changes in productivity dynamics has been con-
ducted at the aggregate level. This chapter em-
ploys the latest available 2017-version of the EU
KLEMS database to examine these trends more
closely by focusing on the characteristics of indus-
tries and their relative productivity growth per-
formance. A more detailed analysis at industry
level can help to detect some of the causes of the
slowdown, as well as possible signals of a recov-
ery in specific industries of the economy. We
distinguish industries by their intensity of usage
of information and communication technology
(ICT), intangible capital, degree of offshoring,
skill levels, and the average age of their work-
forces. We consider industry productivity mea-
sures until 2015 for an aggregate of 12 European
countries, that cover both the largest economies
and different regions of Europe, and we provide
a more detailed analysis for 9 of these countries.
The United States is also included in this analysis
as a comparator.

First we include a brief overview of the EU
KLEMS database, its history and methodology,
and explanations of the sector groupings. This is
followedby anoverviewof output andproductiv-
ity growth performance at the aggregate economy
level, followed by a more detailed analysis of the

performance in the goods versus market services
sectors of the economy.We then look at the perfor-
mance of industries that have been characterized
as intensive users on the basis of our taxonomies
to detect differences in productivity growth across
the European countries and the United States as
well as between the first period (1995e2005) and
the second period (2006e15) in our analysis. We
conclude this chapter with a brief summary of
what we know so far, and what next steps the
research on the productivity slowdown needs to
take, including the issues around improved mea-
surement of productivity in the digital age.

5.2 The EU KLEMS database

5.2.1 A brief history of EU KLEMS

If one was to go back over two decades to the
mid-1990s, both the policy concerns regarding
economic growth and the evidence base were
primarily concerned with unemployment and
low labor force participation. The defining
feature of the decade starting from 1995dthe
significant impact of ICT on growthdwas only
hinted at in a handful of firm-based studies
(e.g., Brynjolfsson and Hitt, 1996). The aggregate
growth implications of ICT were not understood
at the time. Evidence on the key role of high-level
skills acquisition was only beginning to emerge
in the academic literature and therefore higher
education was not high on the policy agenda.
Intangible investments were hardly mentioned
and were seen as too difficult to measure, while
again the focus in the literature was on firm-
specific intangibles such as brand development
rather than on their macroeconomic importance.

Going forward 5 years to the end of the cen-
tury, in the context of accelerating productivity
growth in the United States, some key papers
emerged that argued for a significant impact of
ICT on growth (Jorgenson and Stiroh, 2000; Oli-
ner and Sichel, 2000) and that ICT had radically
altered the demand for different types of labor in
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favor of those with university-level education
(Autor et al., 1998). Policy makers began to focus
much more on productivity and growth in the
light of these findings. However, these earlier pa-
pers were based on data for the United States
and it soon became apparent that the informa-
tion base required to investigate sources of
growth in Europe was not up to the task. There
then followed a concerted research effort, mostly
financed by the European Commission Frame-
work Programmes, to redress this information
deficiency. Using the framework developed by
Dale Jorgenson and co-authors, summarized in
Jorgenson et al. (1987), EU KLEMS was born.

TheEUKLEMSproject2 aimed to produce long
time series by sector on outputs, inputs, and pro-
ductivity for all EU countries using a harmonized
methodology, at the (NACE revision 1) industry
level. It produced some data series for all EU-25
countries, covering the time period 1970e2007
for up to 70 industries, although the time period,
industry detail, and input measures varied by
country. It brought together data from national
accounts and other official sources such as firm-
and individual-level surveys to produce long
time series on outputs, inputs, and productivity
by country and industry. The database enabled
a decomposition of sources of growth into vol-
umes and types of labor (skills), quantities and
types of capital (ICT and non-ICT), and total fac-
tor productivity (TFP). Details of the methodol-
ogy and main results were summarized in
O’Mahony and Timmer (2009). The database sub-
sequently went through a number of revisions, in
particular changing the industrial classification to
NACE revision 2, and updates to 2015 for some
larger economies.

The economic context in which the database
was developed was that, for the macro economy,
there was a catching-up process in labor produc-
tivity in the EU relative to the United States dur-
ing the postwar period from the 1950s to the

mid-1990s, after which the United States forged
ahead. The EU KLEMS database was designed
to facilitate research behind these aggregate fig-
ures, focusing especially on the industry location
of these trends, the sources of differences be-
tween the United States and EU (input use or
productivity), and cross-country variation. The
highlights of the original EU KLEMS work
were the findings that the EU productivity gap
with the United States was concentrated in mar-
ket service sectors and that ICT was key to
explaining the labor productivity growth gap
(see van Ark et al., 2008; Timmer et al., 2010).

Over time national statisticians and academics
in other countries expressed interest indeveloping
similar approaches to that in EU KLEMS. This led
to the setup of the World KLEMS consortium,
which includes all participants in EU KLEMS
and partners fromChina, India, Russia, and coun-
tries in Asia, Africa, and Latin Americad40 part-
ners in total (Jorgenson et al., 2016).

Since 2008, the EU KLEMS database has been
updated a few times. The most comprehensive
revision was done in 2016 and 2017, switching to
data based on the new European System of Na-
tional Accounts (ESA10), with data covering the
period until 2015. The new data, also available
fromwww.euklems.net, provide a unique oppor-
tunity to analyze productivity growth for the to-
tal economy and two major sectors in the
economy (goods-producing and market services)
and cover 12 European economies. Taken
together those 12 economies, which include
Austria, Belgium, Czech Republic, Denmark,
Germany, Finland, France, Italy, the Netherlands,
Spain, Sweden, and the United Kingdom andwill
be named the EU-12, accounted for 90% of the
European Union’s nominal GDP in 2015.

A preliminary analysis of the data showed that
the slow productivity growth, which had been
visible in most market services in the decade
before, had broadened to the goods-producing

2 www.euklems.net coordinated by the University of Groningen, the Netherlands.
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sector for most European economies since the
crisis. The manufacturing sector was particularly
hard hit by the GFC and had only partially recov-
ered by 2015. The slowing growth trend is driven
by a triple combination of modest recovery in
employment growth, stagnant growth in capital
input, and a further weakening in the TFP growth
trend (van Ark and J€ager, 2017). In this chapter
we extend the analysis by looking at various in-
dustry taxonomies to improve on our prelimi-
nary diagnosis of the productivity slowdown,
and to use the EU KLEMS data set to pinpoint
the main factors accounting for the slowdown.

5.2.2 Growth accounting and
methodology

To assess productivity growth at the industry
level,we rely on themethodof growthaccounting.
Thismethodhas a longhistory,with afirst system-
atic exposition in Jorgenson et al. (1987) and dis-
cussed in more detail in the setting of EU
KLEMS in Timmer et al. (2010). Hulten (2010) pro-
vides a survey of the growth accounting literature,
which includes a discussion of industry growth
accounting and a broader discussion on what is
and what is not measured in growth accounting.

We proceed here with a brief exposition. We
assume an industry in a country at a particular
point in time can be characterized by a produc-
tion function exhibiting constant returns to scale
(suppressing country and industry subscripts for
brevity):

Yt ¼ AtFðKt;Lt;MtÞ: (5.1)

Output Y is produced using (Hicks-neutral) tech-
nology A and the inputs are capital K, labor L,
and inputs of energy, materials, and services
Mt. Assuming Eq. (5.1) takes a translog form
and assuming that inputs are paid their marginal
products, we can compute productivity growth

as the change in output that is not accounted
for by changes in inputs using the following pro-
ductivity growth index:

Dlog At ¼ Dlog Yt � wK
t Dlog Kt � wL

t Dlog Lt

� wM
t Dlog Mt:

(5.2)

Here DlogAthlogAt � logAt�1 is the change

operator, wXhpXX
pYY is the costs of using input X,

pXX, relative to total revenues pYY, and the up-
per bar denotes the two-period average input
share, wX

t ¼ 1
2

�
wX

t þ wX
t�1

�
.

Especially when the aim is to assess the contri-
bution of industries to aggregate growth or, as
below, to growth of a group of industries, it is
more convenient to work with a value-added
measure of productivity growth. We take the
value-added volumes Vt from the National Ac-
counts and compute value-added based produc-
tivity as:

Dlog AV
t ¼ Dlog Vt � sKt Dlog Kt � sLt Dlog Lt:

(5.3)

The growth of capital input and of labor input
is now weighted using the share of input costs in
value added, sXt h

pXX
pVV. This, in effect, means we

move to the value-added production function,
rather than the gross output production function
from Eq. (5.1), assuming that this production
function is separable between intermediate and
other inputs.

A key feature of the EU KLEMS database is
that inputs of capital and labor are not homoge-
nous, but instead represent a variety of different
types of capital and labor, such as buildings and
computers for capital and low-skilled and high-
skilled workers for labor.3 To reflect the different
types of capital and labor input requires a
straightforward extension from Eq. (5.3), where
there are m ¼ 1, ., M types of capital input

3 See J€ager (2018) for more details.
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and n ¼ 1, ., N types of labor input that each
earn their marginal products:

Dlog AV
t ¼ Dlog Vt �

X
m

sKmtDlog Kmt

�
X
n
sLntDlog Lnt:

(5.4)

The industry productivity growth rates as
computed based on Eq. (5.4) can be aggregated
using the share of each industry i in aggregate
value added, vi ¼ pVi Vi

�P
i
pVi Vi:

Dlog AV
t ¼

X
i
vitDlog AV

it : (5.5)

Note that Eq. (5.5) can be applied for any combi-
nation of industries, a key feature in our analysis,
below.

While the methodology underlying the EU
KLEMS database is, by now, standard, the
implementation is far from standardized. Na-
tional statistical offices in many European coun-
tries do not routinely publish productivity
accounts. In addition, there are a variety of
methods employed to estimate real inputs, espe-
cially capital that requires assumptions on the
rates and patterns of depreciation. This leads to
difficulties in international comparisons of sour-
ces of growth. The EU KLEMS project set out to
produce productivity accounts using interna-
tionally comparable methods and data sources.

In the most recent version of the EU KLEMS
database, concepts and methodologies to calcu-
late the various growth and productivity vari-
ables were adjusted to the new European
System of National Accounts (ESA10) in which
the asset boundary was expanded by including
research and development as intellectual prop-
erty assets (J€ager, 2018). Capital stock figures
are mostly obtained from Eurostat and are thus

consistent with national accounts assumptions
on the measurement of capital stock, rather
than being fully harmonized. These, plus other
adjustments, imply that the latest release is not
directly comparable to earlier versions of EU
KLEMS. Therefore, in this chapter we only
report results from 1995 to 2015.4

5.3 Industry taxonomies

Based on our preliminary observations about
the possible causes of the productivity slow-
down in the past 2 decades, we summarize the
industry productivity results using a series of
taxonomies, whereby the growth calculations
are carried out for groups of industries that share
common characteristics. These taxonomies are
based largely on the intensity of use of various
types of inputs. The taxonomies are as follows.

ICT intensity: In previous studies during the
1990s and early 2000s, the performance of
industry productivity has often been compared
on the basis of the level of intensity of investment
or capital services in information and com-
municationebased hardware and software.
This research showed that ICT-intensive indus-
tries typically tended to show significantly faster
labor productivity growth. However, in contrast
to US industries, European industries tended to
reveal lower impact from greater ICT intensity
on TFP growth (Stiroh, 2002; van Ark et al.,
2003). Recently the nature of digital technology
has shifted from relying primarily on ICT assets,
such as hardware and telecommunication equip-
ment, toward spending on ICT services. The
latter refers to data storage and information pro-
cessing services (including cloud computing),
computer systems design, other information

4 For some countries, the start date of the new measures are a few years after 1995dthis is indicated in the tables.
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services (including Internet publishing), and the
usage of data, storage, and communication.5 The
data are obtained from supplyeuse tables pub-
lished as part of the World Input-Output Data-
base (www.wiod.org), described in Timmer
et al. (2016). Comparing ICT intensity, including
those services, to the original ICT assets-only
classification reveals a distinctly different taxon-
omy because ICT hardware has diminished as a
share of value added in the past decade while the
use of data services has increased, especially in
service sectors of the economy (van Ark, 2016).

Intangibles intensity: This industry taxon-
omy comprises the aggregate of intangibles as-
sets and distinguishes innovative property
intensive and economic competency intensive,
as explained below. Organizational changes
and other forms of intangible investments,
such as workforce training and other economic
competencies, have long been seen as necessary
to benefit from the adoption of new technology
(Bresnahan et al., 2002; Bertschek and Kaiser,
2004). The pioneering work of Corrado et al.
(2005, 2009) allows the measurement of these as-
sets divided into three categories: computerized
information, innovative property, and economic
competencies. Computerized information coin-
cides with computer software, which is already
included in ICT capital. Innovative property re-
fers to the innovative activity built on a scientific
base of knowledge as measured not only by con-
ventional R&D statistics but also by innovation
and new products and processes more broadly
defined, including new architectural and
engineering design, mineral exploration, and
new products development costs in the financial
industry. Economic competencies include
spending on strategic planning, worker training,
redesigning or reconfiguring existing products

in existing markets, investment to retain or
gain market share, and investment in brand
development. The industry divisions are based
on the data available from the INTAN Invest
platform.6 Recent work has highlighted the
importance of intangible capital in explaining
productivity growth in advanced economies
(Corrado et al., 2017).

Skill intensity: Industries can also be classi-
fied on the basis of the proportion of workers
with a university degree. The skill-biased tech-
nical change literature shows that the wage of
the highly skilled is positively associated with
technological changes (Autor et al., 1998).
High skills have been widely regarded as com-
plementary to ICT in generating productivity
improvements. However, as the technology
has becomemore mature, there is some evidence
that high skills are less in demand than
previouslydfirms investing in innovation create
opportunities for improving conditions of a
wider group of workers. For example, Aghion
et al. (2017) argue that low-skilled workers
employed in high-tech UK companies enjoy a
higher wage premium compared not only to
other low-skilled workers but also to the highly
skilled.

Age profile of workers: This taxonomy is
based on the proportion of workers aged 50
and over. The relationship between age and cre-
ative performance has been found to follow a
hump-shaped profile in many studies using
individual-level data. However, this finding
needs to be treated with some caution as this
type of analysis may be subject to many endoge-
neity and selection biases (Frosch, 2011). For
example, educational attainment tends to be
lower for older workers which may result in a
spurious negative correlation between

5 More precisely, computer services refer to the following detailed industries in the North American Industry Clas-
sification System (NAICS): data processing, hosting, and related information services (NAICS 51820 and 51913) and
computer systems design services and related computer services (NAICS 54152, 54153, and 54159).
6 See www.intaninvest.net.
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innovative performance and age. Also, more
mature and less innovative firms tend to attract
fewer younger workers. Correcting for these
biases using firm-level data tends to shift the
age-productivity curve toward older workers
(G€obel and Zwick, 2012). Nevertheless, there re-
mains a negative link beyond a certain age
(Jones, 2010).

Both the skill taxonomy and the age taxon-
omy are based on tabulations from the European
Labour Force Survey. The skill taxonomy relies
on proportions of the workforce who have uni-
versity degrees or equivalents and the age taxon-
omy on proportions of the workforce who are
aged 50 or over. These data are consistent with
the divisions of the workforce by gender, age,
and skill that underlie the EU KLEMS labor
composition measures.

Offshore intensity: The final classification of
industries concentrates on the usage of interme-
diate inputs and is based on the share of industry
intermediate inputs sourced from abroad.
Buying inputs from abroad can be an important
source of productivity growth, for instance,
because they embody new technologies (Keller,
2004) and are thus of higher quality or because
new, imported varieties of inputs suit different
needs than domestically produced versions.
For individual firms, the evidence seems clear
that importing more of its inputs improves pro-
ductivity (e.g., Goldberg et al., 2010; Halpern
et al., 2015). The degree of “offshoring intensity”
is based on theWorld Input-Output Database, as
described in Timmer et al. (2016). It measures
how much an industry relies on foreign interme-
diate inputs in its production. This can be
approached in different ways, since the inputs
of industry’s suppliers may also be partly
sourced abroad. For example, Timmer et al.
(2013, 2014) use share of value added created
domestically versus abroad. We adopt a simpler

approach, focusing only on the first-stage of the
value chain, that is, the degree to which an in-
dustry directly sources its inputs from abroad.
Choosing this measure over measures that also
capture upstream foreign sourcing is unlikely
to have a substantial impact on the results: all
manufacturing industries score high on our mea-
sure, as well as agriculture, mining, transport
and storage, and motor vehicle and fuel
distribution.

To employ the taxonomies for an analysis of
productivity, we need to make a delineation be-
tween more and less intensive industries in
terms of input usage, offshoring, and other tax-
onomies. For this purpose, industries were iden-
tified as 0 or 1 depending on whether they
belonged to the bottom or top half, respectively,
of the industries in terms of their intensities. For
example, the most intensive ICT-using industries
are those with the highest share of value of ICT
investment plus purchases of ICT services as a
percentage of “synthetic output” (which is value
added at industry level plus the intermediate
use of those ICT services) in at least four of
seven countries for which data were readily
available (Finland, France, Germany, Italy,
the Netherlands, Sweden, and the United
Kingdom). The intangible, skill, age, and offshor-
ing intensities were also based on being above
the median of industries for a minimum of four
countries out of nine countries (the countries
above as well as Austria and Spain).7

Table 5.1 summarizes the different taxon-
omies that we use for the 1-digit market econ-
omy industries. The taxonomies on intangibles,
skills, and age are not readily available at a
greater level of detail than this 1-digit level,
while the ICT and offshoring taxonomies are
available at the 2-digit level in most cases. For
1-digit industries with more detailed taxon-
omies, we show the fraction of the 1-digit

7 In the cases of ICT and offshore intensities, there was more information available for subindustries, so that the
average of 0 and 1 for all subindustries was used.
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industry that is classified as “intensive” accord-
ing to this criterion based on the number of un-
derlying 2-digit industries.

The table shows that the intensive industries
included in the taxonomies show some overlap,
but there are substantial differences too. For
example, the ICT taxonomy corresponds closely
to the skills and the intangibles taxonomies,
though there are notable differences between
these. The age taxonomy, which is based on the
share of workers aged 50 and over, tends to high-
light those industries that are not highlighted in
the other taxonomies, such as agriculture and
transportation and storage. This is to be expected
as age is picking up a factor that is likely to lead
to lower performance, whereas the other

taxonomies focus on higher-performing indus-
tries. Most taxonomies point at the aggregate
manufacturing sector as an intensive sector,
except for skill and age. The more detailed ICT
intensity classification signals that more than a
quarter of manufacturing industries are not
ICT-intensive. The information and communica-
tion sector, finance and insurance, and business
services are intensive on ICT usage, intangibles,
and skills but not for offshoring or age. For intan-
gibles, we find that some sectors that did not
score on innovation properties did show up for
economic competencies: these include wholesale
and retail trade, arts/entertainment/creation,
and other personal and household services. In
contrast, mining and utilities which scored as

TABLE 5.1 Taxonomies of industries: Market Economy.

ICT Intan InProp EcComp Offshore Skill Age

Agriculture, forestry, and fishing 0 0 0 0 1 0 1

Mining 0 0 1 0 1 0 1

Manufacturing 0.73 1 1 1 1 0 0

Electricity, gas, and water 1 0 1 0 1 1 1

Construction 0 0 0 0 1 0 0

Wholesale and retail trade 0.67 1 0 1 0.33 0 0

Transportation and storage 0.50 0 0 0 0.50 0 1

Hotels and restaurants 0 0 0 0 0 0 0

Information and communication 1 1 1 1 0 1 0

Finance and insurance 1 1 1 1 0 1 0

Business services 1 1 1 1 0 1 0

Arts, entertainment, and recreation 1 0 0 1 0 1 0

Other services 0 0 0 1 0 0 1

Household services 0 0 0 1 0 0 1

Notes: Industries were identified as 0 or 1 depending on whether they belonged to the bottom or top half, respectively, of the industries in terms
of their intensities. In the cases of ICT and offshore intensities, there was more information available for subindustries, so that the average of
0 and 1 for all subindustries was used. The market economy excludes industries mostly in the public sector (education, health, and public
administration) and real estate, due to well-known issues in measuring output in these sectors. The table shows whether an industry is classified
as intensive according to each criterion. Intan: intangible capital; InProp: innovative properties; EcComp: economic competencies. Fractions
indicate that more detailed industries are divided between intensive and nonintensive. Information on intangibles, skill, and age are not
available below the level of detail shown in the table.
Sources: see text.
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intensive sectors on the basis of innovative prop-
erties dropped out on the basis of economic com-
petencies. The one industry that stands as being
not intensive across all taxonomies is hotels and
restaurants: it is the only industry that is not ICT-
intensive, not intangibles-intensive, not skills-
intensive, not prone to offshoring and not
employing a relatively old workforce.

In sum, the differences between the taxon-
omies should provide enough scope for differ-
ences in average growth for each classification.
Yet the similarities also make clear that any
(mono-)causal discussion is not warranted, as
there are multiple factors that influence produc-
tivity growth and there is no silver bullet that im-
pacts productivity growth beyond all else.

5.4 Aggregate growth accounting

Before turning to the productivity results by
industry taxonomy, we consider trends in out-
puts and inputs for aggregate economic activity.
Table 5.2 summarizes value added growth and
labor productivity (value added per hour
worked) growth for an EU aggregate based on
12 countries,8 compared to the United States. Be-
tween 1998 and 2005, average growth in real
value added for both the total economy and
the market economy in the United States was
about 40% faster than in the EU-12. In the decade
since 2005, both regions have witnessed a signif-
icant drop in aggregate output growth. The
slowdown was partly due to the GFC, but
when excluding the most critical years of the
crisis (2008e10) and examining the period since
2011, output growth in both the United States

and EU-12 was about half of that achieved
from 1995 to 2005. Similar trends are observable
for labor productivity growth. Both regions
experienced a large drop in productivity growth
during the second period, and the average labor
productivity growth for the United States drop-
ped almost to the EU-12 level for both the aggre-
gate and the market economy. Strikingly, the
slowdown in productivity for the United States
shows no sign of any significant recovery in
the most recent years, to 2017.9

Fig. 5.1A and B shows contributions from
hours worked and labor productivity to output

TABLE 5.2 Aggregate growth in real value added
and labor productivity, average % per
annum.

Total economy Market economy

1998e2005 2006e15 1998e2005 2006e15

Value Added

EU-12 2.1 0.9 2.3 0.8

United States 2.9 1.3 3.1 1.2

Labor Productivity (value added per hour)

EU-12 1.4 0.7 1.7 0.8

United States 2.5 0.8 3.1 1.0

Notes: The 12 EU economies include Austria, Belgium, Czech
Republic, Denmark, Germany, Finland, France, Italy, the
Netherlands, Spain, Sweden, and the United Kingdom. The EU
KLEMS-based growth rates for the total economy results can be
slightly different from official estimates as reported in the National
Accounts of individual countries or in data sets such as Penn World
Tables or the Total Economy Database, as the EU KLEMS growth
rates are aggregated up from a sector level, and can therefore be
affected by slightly different weighting.
Source: EUKLEMS, 2017, euklems.net.

8 Taken together those 12 economies, which include Austria, Belgium, Czech Republic, Denmark, Germany, Finland,
France, Italy, the Netherlands, Spain, Sweden, and the United Kingdom, named EU-12, account for 90% of the Eu-
ropean Union’s nominal GDP in 2015.
9 See https://www.conference-board.org/data/economydatabase/.
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growth for the nine largest EU economies sepa-
rately for the aggregate and market economy,
respectively.10 For the EU-12, hours worked
growth rates were slower in the 2006e15 period
than during the 1998e2005 period, whereas in
the US, hours for the total economy increased
at about the same rate during both periods and
even slightly improved for the market economy.
However, the slump in labor productivity
growth, which occurred in both regions, was
much more pronounced for the United States
than for Europe even though US productivity
growth remained marginally higher than in the
EU-12 during the 2006e15 period. Similar pat-
terns emerge for most of the individual Euro-
pean countries shown in the diagram with
weakening hours and productivity growth rates
during the latest period. In Germany and Swe-
den, the growth in hours worked was higher in
the later period and hours worked growth also
held up well for the United Kingdom, but for
all three economies there was a slowdown in la-
bor productivity growth. The main exception is
Spain, where labor productivity growth declined
in the earlier period but rose in the later period
and vice versa for hours worked which is largely
due to the greater exposure of the Spanish econ-
omy to boom-and-bust cycles, especially in con-
struction and tourism.

The slowdown in labor productivity growth
can partly be explained by reductions in the
extent of capital deepening, defined as the
growth in capital services per hour worked.
Fig. 5.2A and B illustrates the significant slump
in this measure, for the EU-12 group, individual
EU countries, and the United States. The slow-
down in capital deepening was most pro-
nounced in the United Kingdom and the
United States which had seen the fastest in-
creases in capital intensity during the earlier

period. Overall the period since the financial
crisis is one of widespread reduced investment
in capital per worker hour.

Finally, we consider growth rates of TFP.
Fig. 5.3A and B shows TFP growth rates for the
same time periods and country/region groups
as in the previous charts. These figures show a
much weaker TFP growth than was evident for
labor productivity. In many countries TFP
growth was either negative or almost zero in
the second period. Countries that experienced
the highest growth rates in the earlier period,
Finland, the United Kingdom, and the United
States, have shown the greatest drop since.
Only Germany experienced a slight improve-
ment in TFP growth across the two time periods
for both the total and the market economy
although at relatively low values. Also Spain,
which already had experienced negative TFP
growth during the 1996e2005 period, saw that
deterioration somewhat lessening during the
later period.

In summary the review of the labor produc-
tivity, capital deepening, and TFP metrics for
the aggregate and market economy highlights
that Europe and the United States entered a
period of much slower productivity growth
from the mid-2000s and that there is little evi-
dence of a recovery after the crisis. Before exam-
ining growth according to the industry
taxonomies, we first consider TFP growth rates
dividing the market economy into goods pro-
duction and market services. Timmer et al.
(2010) highlighted the importance of market ser-
vices as drivers of growth (in the United States)
and slowdown (in most European economies)
during the decade from 1995 to 2005, when
ICT had its greatest impact on output and labor
productivity growth, and arguably also on TFP
growth through the use of this technology.

10 For the remainder of the analysis in this chapter, we have excluded separate analysis of three of the smaller Eu-
ropean economies (Belgium, Czech Republic, and Denmark) for which up-to-date estimates are available, which are
included with the EU-12 aggregate.
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Table 5.3 shows TFP growth by these major
sectors. From 1995 to 2005, TFP growth in the
market services sector was much slower than
in the goods sector. However, the slowdown
during the second period was less dramatic for
market services than for manufacturing. In mar-
ket services, the growth in TFP was moderately
positive in the earlier period in most countries,
with the exception of Germany, Italy, and Spain.
Market services productivity was especially
strong in Finland and the United Kingdom. In
the later period TFP growth in market services
fell to very low numbers or became negative,
with the exception of the Netherlands.

TFP growth fell much faster in goods produc-
tion, but the rates remained largely positive,
although in this case the Netherlands and the
United Kingdom were showing negative rates.
In the United States the TFP decline in the goods
sector was also surprisingly strong from 3.5%
from 1995 to 2005 to 0.9% from 2006 to 15. How-
ever, these observations hide the significant
swings in goods-sector productivity over the
past decade. For example, van Ark and O’Mah-
ony (2016) showed that manufacturing TFP
growth in the EU-12 dropped from 2.4% be-
tween 2002 and 2007 to �1% during the most
critical recession years from 2008 to 2010 and
recovered modestly to 0.9% from 2011 to 2015.
In market services, signs of recovery have been
limited so far. Therefore the later period cannot
be characterized as one in which the market ser-
vices sector helped to offset the productivity
collapse in the goods sector of the economy.

5.5 Growth by sector characteristics

In order to get to a better diagnosis of what
have been the key reasons behind the recent pro-
ductivity dynamics and how to understand

differences across countries and sectors, we
have introduced a range of taxonomies to clas-
sify and distinguish industries in EU KLEMS.
As a starting point, it is helpful to first analyze
the growth experience of the United States be-
tween 1998 and 2005 using these taxonomies.11

As discussed in the previous section, productiv-
ity growth in the United States stood out relative
to the EU in this first period, as growth was sub-
stantially faster than beforedor since (Byrne
et al., 2016).

Table 5.4 shows the TFP growth rates for the
overall market economy and the breakdown in
groups of industries according to the different
characteristics. Market economy TPF in the
United States grew at a rate of 1.4% on average
over the 1998e2005 period. Industries producing

TABLE 5.3 Total factor productivity growth in
Market Services and Goods Production,
% per annum.

Market services Goods

1995e2005 2006e15 1995e2005 2006e15

Austria 0.9 0.0 1.9 1.4

Finland 2.1 0.3 4.3 0.3

France 0.2 �0.7 2.4 0.9

Germany �0.3 0.3 2.1 1.1

Italy* �0.4 �0.7 0.0 0.1

Netherlands* 1.1 0.7 1.3 �0.5

Spain �1.9 �0.7 1.3 1.2

Sweden* 1.0 �0.1 3.2 0.4

United Kingdom 1.6 0.2 1.4 �0.2

EU-12* 0.2 �0.1 1.3 0.7

United States* 0.8 0.0 3.5 0.9

*Note: Netherlands 2000e05; EU-12 and United States 1998e2005
instead of 1995e2005; Italy and Sweden 2005e14 instead of 2005e15.
Source: EUKLEMS (2017), euklems.net.

11 For most countries, the latest EU KLEMS release provides data since 1995 (or earlier), but for the United States 1998
is the starting year.
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ICT goods and services, which include produc-
tion of semiconductors, computers, and telecom-
munication equipment on the goods side and the
information and communication industries on
the services side, show the fastest TFP growth
compared to other groups at 6.0%, substantially
higher than the average TFP growth for the mar-
ket economy as a whole.

ICT-using industries cover the industries that
make the most intensive use of ICTs. Unlike
earlier ICT classifications, which identified ICT
intensity based only on the use of ICT hardware
and software capital, the new taxonomy also in-
corporates information on use of ICT services as
intermediate inputs. This aims to capture that
firms are increasingly outsourcing ICT activities:
rather than maintaining servers and building
dedicated software, they purchase access to
data centers and cloud-based software services.
As Table 5.4 shows, the group of ICT-using

industries contributed positively to high produc-
tivity growth in the United States until 2005,
slightly above the market sector average.12

The three intangible assets taxonomies also
show that the most intangible-intensive indus-
tries exhibited faster productivity growth than
industries that invested less in intangible assets.
As shown in Table 5.1, industries scoring high on
“intellectual properties” are different from those
with high scores on “economic competencies,”
yet growth of either grouping exceeds market
economy growth. This highlights that industries
that are in neither groupingdagriculture, con-
struction, transportation and storage, and hotels
and restaurantsdshowed particularly low pro-
ductivity growth in the United States between
1998 and 2005.

The offshoring taxonomy highlights the pro-
ductivity performance of industries which have
intensively offshored parts of their production
process. The relatively high growth in this
grouping illustrates that market services were
not the only factor in strong US productivity
growth during the 1998e2005 period but that
globalization played an important role as well.

The two labor-taxonomies highlight that in-
dustries that were intensive in usage of high skill
levels, and especially of experienced workers
over the age of 50 years, were not showing a pro-
ductivity advantages over industries that did
not. One common feature is that these taxon-
omies both omit manufacturing and wholesale
and retail trade. The age-based taxonomy shows
a particularly stark result in that TFP growth for
industries with relatively many older workers in
the United States was below zero.

The discussion so far shows that intensive ICT
usages, intangibles. and offshoring were key
contributors to the relatively strong TFP growth
performance of the market sector in the United
States between 1998 and 2005. Yet the more

TABLE 5.4 Average annual total factor productivity
growth in the United States, 1998e2005
(%).

Market economy 1.4

ICT producers 6.0

ICT users 1.6

Total intangibles 2.0

Innovative properties 1.9

Economic competencies 1.8

Offshoring 2.0

Skill 0.9

Age �0.1

Note: Productivity growth for various taxonomies indicate
productivity growth rates of industries that were characterized as
above median for all industries for that specific group. ICT,
Information and communication technology.
Source: EUKLEMS, 2017, euklems.net.

12 Most industries that are classified as ICT-intensive according to the new “assets þ services” framework were also
ICT-intensive according to the old asset-based framework.
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pressing questions that motivate this chapter are
whether we can use these taxonomies to find a
common thread in the productivity performance
across European countries and the United States
and what factors explain the slowdown after
2005.

Table 5.5 aims to answer the first question,
comparing the performance of TFP growth
across countries and taxonomies over the full
period for the European countries and the
United States, sorted by average growth in the
market economy (first column) and subse-
quently for the different taxonomies. Over the
full period, most of the countries show average
annual TFP growth between 0 and 1%, and
with the United States not in an exceptional po-
sition relative to the European economies. How-
ever, the variation in productivity growth

between European countries is substantial, espe-
cially when considering the decline in productiv-
ity in Spain and Italy for most groups on the one
hand, and the average TFP growth of 1.6% in
Finland, as well as strong TFP growth numbers
across the groups, on the other hand.13

However, there are some common features in
terms of the performance of different groups be-
tween the countries. In all countries, the indus-
tries that are investing more in intangibles, and
particularly in intangibles related to economic
competencies, show faster productivity growth
than the aggregate for the market economy. In
most countries, the ICT-intensive industries
also show faster productivity growth than the
market economy as a whole, whereas the differ-
ences are less pronounced for intangible-
intensive industries. Conversely, the skill-intensive

TABLE 5.5 Average annual total factor productivity growth in Europe and the United States, 1995e2015 (%).

Market ICT Intangibles InProp EcComp Offshore Skill Age

Spain �0.6 �0.2 0.2 0.1 0.2 �0.2 �0.6 �0.6

Italy �0.4 �0.3 �0.2 �0.4 �0.3 �0.4 �0.7 �0.6

France 0.2 0.1 0.4 0.3 0.4 0.6 �0.3 0.5

Germany 0.5 0.4 0.6 0.4 0.5 1.2 �0.7 0.6

Netherlands 0.6 0.5 1.0 0.4 0.9 0.0 0.6 �0.3

United States 0.7 0.8 1.1 1.1 0.9 0.8 0.6 0.1

United Kingdom 0.7 0.9 1.3 1.1 1.2 0.3 1.3 �0.8

Austria 0.8 0.9 1.0 1.0 0.9 0.6 0.6 0.9

Sweden 0.9 1.2 1.7 1.3 1.5 0.6 0.3 �0.8

Finland 1.6 1.6 2.2 2.0 2.1 1.0 1.3 0.8

Correlation with market economy 1.0 0.96 0.93 0.91 0.93 0.73 0.79 0.44

Notes: The table shows average annual total productivity growth for the group of industries identified in the column heading; see Table 1 for the
composition of the industry groups. Market, Market economy; ICT, Information and communication technology; InProp, Innovative properties;
EcComp, Economic competencies. The period covered is shorter in Italy (1995e2014), the Netherlands (2000e15), Sweden (1995e2014), and the
United States (1998e2015).
Source: EUKLEMS, 2017, euklems.net.

13 Much of the strong productivity growth in Finland during the 1995e2005 period was because of a strong “Nokia
effect” in this relatively small economy.

5. European productivity in the digital age: evidence from EU KLEMS90

http://euklems.net


industries and those that employ relatively older
workers tend to growmore slowly, or even show
declining productivity such as for older-
workereintensive industries in Italy, Spain, the
Netherlands, the United Kingdom, and Sweden.
Finally, as indicated by the correlations in the
bottom row of the table, the cross-country pat-
terns of productivity growth in ICT-intensive
and in intangible-intensive industries corre-
spondmost closely to the overall growth pattern,
suggesting that these industries are most impor-
tant for characterizing the growth differences
across countries.

Table 5.6 addresses the second question,
namely the slowdown in productivity growth
in most countries after 2005. The first column
highlights that TFP growth slowed down be-
tween the first and second period in all countries,
except Germany and Spain. In most countries
the slowdown was in the order of 1 percentage
point or more. The degree to which the change
in growth for the individual taxonomies

corresponds to the change in aggregate growth
is smaller than the correspondence of growth
rates in Table 5.5. For example, in approximately
half the countries (Sweden, France, the United
Kingdom, the United States, and Germany), the
slowdown was smaller or the same in ICT-
intensive industries compared to the aggregate,
while in the other half of countries (Finland,
Austria, the Netherlands, Italy, and Spain), the
slowdown was larger. The clearest pattern can
be seen in industries that invest most intensively
in economic competencies and in industries that
are offshoring more intensively. The productiv-
ity slowdown in industries that invest most
intensively in economic competencies is less
severe than for the aggregate in nearly all coun-
tries, while the slowdown in offshoring-intensive
industries is larger than for the aggregate in all
countries. The more severe slowdown in
offshoring-intensive industries could point to
the importance of the broad slowdown in global
trade in recent years and the possible impact of a

TABLE 5.6 Change in average annual total factor productivity growth: 2005e15 versus 1995e2005.

Market ICT Intangibles InProp EcComp Offshore Skill Age

Finland �2.6 �3.1 �3.2 �3.7 �3.1 �3.1 �2.2 �1.4

Sweden �1.7 �1.3 �1.3 �1.4 �1.2 �3.0 0.1 �1.9

United Kingdom �1.4 �1.3 �1.1 �1.8 �1.0 �1.5 �2.2 �3.0

United States �1.3 �1.4 �1.6 �1.3 �1.4 �2.0 �0.4 0.3

France �1.2 �1.0 �0.9 �1.2 �1.0 �1.8 �0.8 �1.6

Austria �0.8 �1.0 �0.5 �0.9 �0.5 �1.2 �1.0 �1.6

Netherlands �0.7 �0.9 �0.5 �1.3 �0.6 �1.4 �1.0 �2.2

Italy �0.1 �0.3 0.2 0.0 0.2 �0.7 �0.1 �1.2

Germany 0.1 0.6 0.3 0.6 0.3 �1.0 1.9 �1.5

Spain 0.6 �0.8 0.3 �0.9 0.3 �0.2 �1.3 �0.9

Correlation with market economy 1.00 0.84 0.96 0.84 0.96 0.92 0.47 0.17

Notes: The table shows the change in average annual productivity growth before and after 2005 for the group of industries identified in the
column heading; see Table 1 for the composition of the industry groups. Market: Market economy; ICT, Information and communication
technology; InProp, Innovative properties; EcComp, Economic competencies. The period covered is shorter in Italy (1995e2014), the Netherlands
(2000e15), Sweden (1995e2014), and the United States (1998e2015).
Source: EUKLEMS, 2017, euklems.net.
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defragmentation of global value chains on pro-
ductivity growth (Timmer et al., 2016). This
would be another sign that firms are exploiting
fewer cost reductions from foreign sourcing
and specialization.

5.6 Summary and conclusions

Productivity research since the GFC has
shown that the productivity slowdown of the
past decade or so started well before the crisisd
around 2005. However, the recession has exacer-
bated the productivity crisis which most econo-
mies have experienced because of slowing
demand, weak investment, and structural rigid-
ities in product, labor, and capital markets (van
Ark and J€ager, 2017). In addition, while creating
new business models and applications, the com-
plex characteristics of the New Digital Economy,
characterized by the combined shifts to mobile
technology, cloud computing and storage, and
ubiquitous access to broadband, have created
important challenges in how to leverage these
new technologies to drive productivity growth
(van Ark, 2016).

In this chapter we adopted a series of industry
taxonomies to detect more precisely the possible
causes of differences in productivity growth be-
tween European countries and the United States,
and the slowdown in productivity growth since
2005. Our findings confirm insights from the
literature that the degree of investment in ICT
and intangibles assets, and in particularly eco-
nomic competencies, has accounted for a fair
part of the difference between sectors that have
shown productivity performance above the
average for the market economy vis-�a-vis those
who performed below that. In contrast, we do
not find much evidence that industries which
are relatively intensive on the usage of high skills
show above average performance and there ap-
pears to be signs of a negative impact from the
aging workforce.

We also find that the productivity slowdown
since 2005 has hit the United States even more
than for the average of the European economies
together, especially in manufacturing, even
though the average US productivity growth
rates are still slightly higher than in the EU. In-
dustries that are strong on the intensity of ICT
usage and intangibles have generally experi-
enced smaller slowdowns than those that are
characterized as less intensive on those charac-
teristics. This implies that the prominent produc-
tivity issues in the digital economy have become
more visible on a global scale and are less impor-
tant in distinguishing between US and European
productivity performance. While the United
States remains a clear technology leader in the
digital economy, compared to Europe, the pro-
ductivity effects from the use of that technology
are not superior.

Finally, we find that industries that benefited
most from offshoring trends during the period
1995e2005 experienced bigger slowdowns in
productivity growth since then. This implies
that the slowdown in global trade and possible
impact of a defragmentation of global value
chains on productivity may have been in play
over the past decade.

We emphasize that it is still early days to fully
establish the reasons for the productivity slow-
down, and that more detailed analysis over
time should help to deepen our understanding
of the phenomenon. First, we are still in the
midst of the transition from the Old Digital Econ-
omy (which was characterized by the introduc-
tion of the PC in people’s lives and business
processes, the rise of the Internet, and the begin-
nings of e-commerce) to the New Digital Econ-
omy (which is characterized by the change
toward mobile, ubiquitous access to the Internet,
the storage and usage of data, and advances in
artificial intelligence and robotics). The past
decade of slow productivity growth may be
characteristic of an adjustment process between
two technologies, and a productivity recovery
could therefore be around the corner.
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Second, even if it is just a matter of time for the
effects of the New Digital Economy to show, it is
questionable whether the currently agreed mea-
surement framework for productivity will be
able to pick up the effects of the New Digital
Economy. Most recent studies have argued that
increased mismeasurement of output and pro-
ductivity is unlikely to account for the entire pro-
ductivity slowdown. However, that does not
mean we may not be missing something. Except
for well-known measurement issues related to
price declines of digital assets and services,
which still may account for some underestima-
tion of growth (Byrne et al., 2016), the bigger
measurement issues revolve around how to
handle the impact of free digital content on the
economy. The New Digital Economy may pro-
vide benefits that are not being identified in
GDP or in the productivity accounts. For
example, the user utility of free digital content
is not easily captured in a production cost or
resources-saving framework, including national
and growth accounts. Similarly, output-saving
technical change from consumer technologies
may change the growth effects from digital tech-
nologies (Hulten and Nakamura, 2018). These
measurement issues are currently being debated
by national accounts statisticians and econo-
mists, but their resolution is still some way off.
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6.1 Introduction

Improving manufacturing performance
remains a challenge for Indian policymakers.
Efforts to increase the sector’s dynamism
through various policy initiatives such as the
“National Manufacturing Policy,” the “Make-

in-India” program, as well as the “Skill India”
program along with several sector-specific initia-
tives reflect the increased policy focus. The sub-
stantial trade policy reforms and industrial
deregulations1 of the early 1990s and subsequent
reform measures in the years thereafter have
given manufacturing growth a more prominent

1 Following a severe balance of payment crisis, major economic reforms were initiated in India in 1991, which
included dismantling of industrial licensing and removal of quantitative restrictions on imports of intermediate and
capital goods, etc. The process of economic liberalization continued with the undertaking of several industrial policy
reforms in subsequent years along with lowering of trade barriers, aiming to improve productivity and competi-
tiveness of the manufacturing sector. There was substantial liberalization of industrial policy and virtual elimination
of protection against imports in the postreform period. The average tariff rate applicable on India’s imports on
manufactured products was 83% in 1990, which fell to 31.8% in 2001 and further to about 8.6% in 2009 (based on
World Bank data on tariff rates). Quantitative restrictions on imports of manufactures were massively reduced in the
postreform period. Only about 5% of tariff lines for manufactured products were subject to quantitative restrictions by
2009 (Das, 2016, Table 6.2).
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space in policy making. Yet the share of this
sector in overall GDP and employment still re-
mains low, leaving it a matter of concern on
how it will contribute to India’s future growth.
While much of India’s economic growth has
been driven by its services economy, the perfor-
mance of the manufacturing sector has been
modest and still requires better results in terms
of output growth, productivity growth, capital
intensity, technology absorption, job creation,
and export growth.

Two important aspects of India’s
manufacturing policies are (1) to make the sector
internationally competitive, so as to improve the
exposure to the international market, and (2) to
embrace advanced technology so as to improve
productivity and competitiveness of the sector.
In this chapter, we make an attempt to under-
stand the determinants of total factor productiv-
ity (TFP) performance of the Indian
manufacturing sector, with special attention
paid to the aforementioned two factors. Specif-
ically, we focus on the sector’s integration in
the global economy in terms of its participation
in the global value chains (GVCs) and its adop-
tion of high-quality capital assets in the produc-
tion process, in terms of the use of equipment
capital. Empirical evidence shows that participa-
tion in GVCs has a significant impact on produc-
tivity (see, for instance, Constantinescu et al.,
2017). The GVCs have figured prominently in
the industrialization process in China and
several South-east Asian countries. India’s
export share in world markets (2.1% of global
merchandise exports in 2017 according to WTO

data) still remains substantially below that of
China (16.2%). As far as integration into GVCs
is concerned, India remains far behind its peers.
It is asserted that poor trade infrastructure re-
mains a barrier to enhancing India’s involve-
ment with global supply chains (Tewari et al.,
2015).

There is now a vast literature on the role of
GVCs especially in the context of international
fragmentation of production and industrializa-
tion of both developed and the developing
world.2 The onset of cross-country databases
such as the World Input-Output Database
(WIOD)3 and the OECD’s Trade in Value Added
(TiVA)4 has facilitated extensive scholarly anal-
ysis of GVC (Timmer et al., 2015, Timmer et al.,
2016, Baldwin and Lopez-Gonzalez, 2015; Con-
stantinescu et al., 2017). Many studies related
participation in supply chains to productivity
and observed a positive relationship between
the two. Baldwin and Yan (2014) found that
around 28% of the Canadian manufacturing
firms that were exposed to GVCs tended to be
more productive and larger in size and paid
higher wages. Similarly, Constantinescu et al.
(2017) suggest that participation in GVCs is a sig-
nificant driver of labor productivity. In their
study on Central and Eastern European coun-
tries (CEECs), Damijan et al. (2013) account for
the importance of the ‘global supply chains”
concept for export restructuring and productiv-
ity and observes that FDI has significantly
contributed to export restructuring in the
CEECs, whereby the effects are shown to be het-
erogeneous across countries. Formai and

2 See, for instance, Kowalski et al. (2015) which discusses the benefits from GVC participation for developing
economies in Asia and Africa/Middle East, and identifies key trade and trade-related policies that would improve a
country’s ability to integrate into global value chains.
3 See www.wiod.org.
4 See http://www.oecd.org/sti/ind/measuring-trade-in-value-added.htm.
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Caffarelli (2015) support the widespread percep-
tion that importing intermediate goods through
GVCs increases productivity in the importing
countries. In a study across 20 industries in a
panel of 40 countries, Kordalska et al. (2016)
observe a positive link between the involvement
of sectors in GVCs (measured as a share of
foreign value-added in exports) and multifactor
productivity growth, mainly in the
manufacturing sectors. Kummritz (2016)’s find-
ings also support the former link and show
that industry- and country-level value added
and labor productivity are systematically higher
when participating in GVC.

Raising jobs as well as increasing productivity
has also been an important reason for research
on GVC participation.5 OECD (2016) argued
that a better understanding of the impact of
GVCs on jobs and productivity can be generated
by providing new evidence on employment
embodied in value-added trade flows. They
argue that the impact of GVCs on employment
cannot be properly dealt with without taking
into account productivity change. The literature,
for instance, suggests that productivity gains
often offset domestic job losses caused by off-
shoring. While the short-term impact of produc-
tivity growth on job creation can be detrimental,
it can lead to creating more and better quality
jobs in the long-term.

Several scholars have discussed the role of
GVCs in enhancing industrial development in
India (Srivastava and Sen, 2015; Athukorala,
2016; Veeramani and Dhir, 2017).6 The

Srivastava-Sen study confirms that at the prod-
uct level the aircraft parts and automobile parts
and components industry became an emerging
area of production fragmentation in the trade
of manufactured goods in India over the period
1994e2012. Unlike for East Asia, there is no
direct empirical evidence to support that FDI
has played such a role in such production frag-
mentation in India. The study also confirms
that greater inflexibility in labor laws, better skill
development, and the accumulation of human
capital in the manufacturing sector need to be
addressed. Athukorala (2016) has attributed the
weak export growth in India’s electronics and
electrical goods sector to the country’s failure
in fitting into global production networks, which
have been the prime drivers of export dynamism
in China and other successful East Asian coun-
tries. Veeramani and Dhir (2017) argue that
though India’s integration with global produc-
tion networks has increased over the years, the
degree of integration remains significantly
below that of other countries. Obviously, all
these studies, while acknowledging the impor-
tance of participating in GVCs, also recognize In-
dia’s weak presence in the global manufacturing
value chain. Hence it is imperative to understand
how the Indian manufacturing sector has
benefitted from its limited participation in
GVCs so far.

As mentioned earlier, another important
channel for improving the productivity perfor-
mance of the manufacturing sector is the use of
high-quality capital assets, or the shift of the

5 Timmer et al. (2016) uses the GVC approach which combines new insights in the international trade literature (trade
in tasks) and labor economics to arrive at task approach to employment and earnings. Also refer Grossman and Rossi-
Hansberg (2008).
6 Some other studies that have dealt with the participation of Indian manufacturing industries in GVCs include
Tewari et al. (2015), Goldar et al. (2017b), and Goldar et al. (2018).
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capital mix to assets of high marginal productiv-
ity, such as machinery and equipment. The sem-
inal study by De Long and Summers (1991), for
instance, argues that a higher share of equipment
in total capital stock has a positive influence on
economic growth. More lately, Wilson (2007)
and Caselli and Wilson (2004) have also studied
the possible linkage between capital composition
and productivity. Furthermore, India’s indus-
trial deregulations, especially with respect to ca-
pacity expansion of existing plants/firms, allow
access and freedom to use high-quality capital
equipment, including information and commu-
nication technology (ICT), in production, which
is expected to accelerate productivity growth in
India.

This chapter aims to document and explore
these channels as determinants of manufacturing
productivity performance in India. First, we
attempt to examine how manufacturing produc-
tivity is impacted by participation in GVCs,
measured by foreign value-added share in domes-
tic production. Second, we look at changes in the
asset composition of fixed capital stock in Indian
manufacturing capturedby intertemporal changes
in the share of equipment in total fixed capital as-
sets and by the ratio of investment in ICT assets
to gross fixed capital formation (GFCF), or ICT in-
tensity. For this research we use a panel data set
comprising 13 industries7 and 22 years beginning
in the financial year, 1993/1994.

The determinants of TFP in Indian
manufacturing have been analyzed by several
authors in the past, and those studies have exam-
ined inter alia the roles of trade and industrial
policy reforms, infrastructure and investment

climate (particularly labor market rigidity),
research and development (R&D) and technol-
ogy purchase, export orientation, and foreign
direct investment (see Goldar (2014) for a review
of such studies). Our research makes a number
of important contributions to existing literature
on India’s manufacturing productivity, and it
deviates from the past studies in three ways.
First, by using the India KLEMS data set on
manufacturing industries, this study covers
both the organized8 (or formal) and unorganized
(or informal) segments of manufacturing, thus
complementing previous studies that are largely
confined to formal manufacturing using the
Annual Survey of Industries (ASI) database. Sec-
ondly, we use a KLEMS approach to measure
gross outputebased TFP which is obtained after
accounting for contributions not only from factor
inputs, labor, and capital but also from interme-
diate inputs, materials, services, and energy.
Thirdly, and more importantly, we consider the
role of two variables, which have been hardly
considered in the context of India, despite their
substantial importance in driving productivity.
These are a measure of India’s participation in
the GVCsda measure of Indian manufacturing’s
foreign sourcing of intermediate inputsdand the
share of equipment capital in total capital
stockda measure of Indian manufacturing’s do-
mestic capacity building.

The rest of the chapter is structured as fol-
lows. Section 6.2 documents the trends in TFP
growth. In Section 6.3, the determinants of TFP
with focus on GVC participation and capital
composition are examined. Conclusions are pre-
sented in Section 6.4.

7 For actual implementation of the econometric models, data for 12 industries are used, as explained later.
8 Organized segment of manufacturing covers those industrial units having 10 or more workers with power or 20 or
more workers without using power.
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6.2 Trends in total factor productivity
growth in India

In this section, we document the trends in
TFP growth in Indian manufacturing in the
postreform period, more specifically from
1993/1994 to 2015/2016.9 For ease of expres-
sion, throughout this chapter, we use the finan-
cial year 1993e1994 as 1993 (i.e., 1993/
1994e2015/2016 will be expressed as
1993e2015). The 23-year period is divided into
two subperiods, 1993e2002, and 2003e15. The
year 2003 is taken as a cut-off because there
was a substantial step-up in the per capita
GDP growth of the Indian economy since
2003.10 We further divide the post-2002 period
into a pre- and a post-2008 period, i.e.,
2003e07 and 2008e15. This split is motivated
by the emergence of the global financial crisis
in 2008.

All data used in this chapter are obtained
from India KLEMS database, version 2017
(hereafter referred to as IKD-2017). We made
some modifications to the estimates of employ-
ment in the post-2011 period, and the price de-
flators for services input. This data set
provides data on gross output, gross value
added (GVA), factor inputsdlabor, capital,
and intermediate inputsd(all at 2011e12 pri-
ces), and TFP since 1980, for 27 industries
consistent with ISIC revision 3. Of these 27 in-
dustries, we focus on the 13 manufacturing
industries.

6.2.1 Trends in TFP growth at the
industry level

IKD-2017 provides two sets of estimates of
TFPdone based on the value-added function
and the other on gross output (GO) function. The
estimates used here are the ones based on the
GO framework where TFP growth is measured
as a residual after accounting for the contributions
of capital input, labor input, materials inputs, en-
ergy input, and services input to gross output
growth for each individual industry. That is:

DlnAit ¼ DlnYit �
�
sK;itDlnKit þ sL;itDlnLit

þ sE;itDlnEit þ sM;itDlnMit þ sS;itDlnSit
�
(6.1)

where A is the total factor productivity, Y is the
real gross value of output, K capital input (capital
services, taking into account capital stock as well
as assets composition), L is labor input (taking
into account the number of persons employed
and educational composition of workers), E is en-
ergy input, M is materials input, and S is services
input. All variables are taken in natural logs so
that the difference between time t and t�1 gives
us growth rates, D is used to represent the
change over the previous period. The subscript
i is for industry and t is for time (year). The terms
sK,sL,sE,sM, and sS, are, respectively, the income
shares of capital, labor, energy, materials, and
services inputs in total nominal value of output
(the bar over in income shares denotes that
average of current year t and previous year t�1

9 As mentioned earlier, following a severe balance of payments crisis, major economic reforms were initiated in India
in 1991, a year in which the Indian economy faced serious problems (balance of payment crisis; value of imports in US
dollars falling by 19% in 1991e92 over previous year). The growth rate in real GDP fell from 5.5% in 1990e91 to only
1.1% in 1991e92. The process of economic liberalization continued with the undertaking of several industrial policy
reforms in subsequent years. The period between 1991 and 1993 has been a period of turbulence and transition in the
economy, and therefore, while analyzing the postreform performance of the economy, it is ideal to exclude these
years. Therefore, throughout this chapter, we consider post-1993 period.
10 Per capita income growth has accelerated from 4% p.a. during 1993e2002 to 6% p.a. in the post-2003 period.
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is taken). The detailed methodology of measure-
ment of output, inputs, and factor income shares
is explained in India KLEMS data manual avail-
able at the website of the Reserve Bank of India

(RBI).11 The average annual growth rates in
TFP based on gross output function framework
in the 13 manufacturing industries are presented
in Table 6.1. The table also provides each

TABLE 6.1 Growth rates in gross value added and total factor productivity (TFP), by Industry, 1993e2015, and
subperiods.

KLEMS industry

Share in nominal
manufacturing
value
added 1993 (%)

Growth rate in
single deflated
real value added
(% p.a.)

TFP growth rate (gross
output framework)

(% p.a.)

1993e2015
1993
e2015

1993
e2002

2003
e15

2003
e07

2008
e15

Food products, beverages and
tobacco products

11.2 6.2 0.5 0.2 0.8 �0.8 1.8

Textiles, textile products,
leather and footwear

19.2 6.9 0.8 0.0 1.4 0.5 2.0

Wood and products of wood 4.1 1.6 �2.3 �5.3 0.0 �1.0 0.6

Pulp, paper, paper products,
printing and publishing

3.8 5.6 0.8 �0.2 1.5 2.5 0.8

Coke, refined petroleum products
and nuclear fuel

4.9 8.5 �0.8 �3.3 1.1 4.5 �1.0

Chemicals and chemical products 10.8 8.2 0.7 �0.2 1.4 1.9 1.1

Rubber and plastic products 3.2 8.8 0.5 0.1 0.8 0.9 0.8

Other nonmetallic mineral
products

5.7 7.2 �0.1 �0.3 0.0 �1.2 0.8

Basic metals and fabricated
metal products

14.3 5.8 �0.1 1.3 �1.1 �2.5 �0.3

Machinery, nec. 8.2 6.8 0.4 �0.4 1.1 2.7 0.0

Electrical and optical equipment 5.0 8.9 1.2 1.3 1.1 2.2 0.5

Transport equipment 7.1 9.7 0.9 1.0 0.8 1.6 0.3

Manufacturing, nec.; recycling 2.7 8.2 0.6 0.1 1.0 �0.1 1.6

Aggregate manufacturing TFP growth, Domar weighted aggregation 0.6 0.0 1.1 1.5 0.8

Source: Authors’ computations based on India KLEMS database, version 2017 (with some modifications to the estimates of employment in the post-2011
period, and the price deflators for services input).

11 The manual for the India KLEMS database for 2017 is available at: https://rbidocs.rbi.org.in/rdocs/
PublicationReport/Pdfs/KLEMS27032018E6B6C80028604EBCAFDA3A82ACDE9B10.PDF.
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industry’s share in nominal GVA in total
manufacturing in 1993 and growth rates in sin-
gle deflated GVA during 1993e2015.

Among the 13 manufacturing industries, the
highest growth rate in TFP for the entire period
was in the electrical and optical equipment indus-
trywhich includes electronic items aswell as com-
puters, and communication equipment. The rapid
changes in technology in ICT and electronic pro-
duction seem to have helped the sector gain faster
productivity growth. Other industries in which
the growth rate in TFP has been relatively high
include transport equipment; pulp, paper, print-
ing and publishing; textiles, textile products,
leather and leather products; and chemicals and
chemical products. The impact of high productiv-
ity growth in textiles and chemicals on the aggre-
gate manufacturing TFP has been relatively high,
as these are large sectors constituting, respectively,
19 and 11% of total manufacturing value added in
1993. The share of electrical and optical equipment
was just 5%, and that remained the same in 2015.12

Comparing the subperiods, we observe that of
the 13 manufacturing industries, 10 had a higher
TFP growth during 2003e15 compared to
1993e2002. The acceleration in the growth rate
in TFP during this period was relatively strong
in coke, refined petroleum products and nuclear
fuel; wood and wood products; textiles, textile
products, and leather and leather products; pa-
per, paper products and printing and publish-
ing; and manufacturing not elsewhere classified
and recycling. Only in the basic metals andmetal
products and transport equipment sectors the
growth rate in TFP came down during
2003e15, and the first even showed a TFP
decline during the 2003e15 period.

Comparing the periods 2003e07 and 2008e15,
pre- and postcrisis, we find that in some indus-
tries (coke, refined petroleum products and nu-
clear fuel; pulp, paper, paper products, printing
and publishing; and machinery not elsewhere
classified) there was a substantial decline in TFP
growth rate in the latter period. Interestingly,
this was countered by a significant hike in the
TFP growth rate in some other industries (e.g.,
food products, beverages and tobacco products;
textiles, textile products, leather and footwear;
and other nonmetallic mineral products).

Perhaps, the productivity momentum in some
industries has been hampered by the global
financial crisis, while not all, and some industries
may have gained from the stimulus package
given by the Indian government in the aftermath
of the global financial crisis. Delving into the de-
tails of this aspect is beyond the scope of this
chapter. However, it is important to note that
most industries that had a decline, including
chemicals, basic metal and metal products, ma-
chinery, electrical and optical equipment, and
transport equipment, are relatively more inte-
grated to the GVC, with an above average
foreign content in production, compared to other
manufacturing sectors.

6.2.2 Trends in TFP growth at the
aggregate level, Indian manufacturing

In Fig. 6.1, the trends in TFP growth (along
with the 3-year moving average) in the aggre-
gate manufacturing for the period 1993 to 2015
are depicted. These aggregate TFP growth rates
have been obtained by using the Domar aggre-
gation of gross outputebased industry TFP

12 The share of electrical and optical equipment in aggregate nominal GVA was 5% in 2015, same as in 1993. Share of
textiles fell to 13% while the share of chemicals rose to 13% in 2015 from the levels prevailing in 1993.
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growth measures. The Domar weights for indi-
vidual industries have been computed with the
help of inputeoutput tables and supplyeuse ta-
bles (published by the Central Statistics Office,
Government of India).13 The advantage of using
a Domar weighted aggregate of industry TFP is
that it accounts for the productivity changes in
industries that produce intermediate goods,
whose outputs are also inputs for other
industries.

The figure shows that there has been a
continuously declining trend in TFP growth
rate from 1993 until 1999, and it remained nega-
tive from 1997 until 2002. Since then TFP
growth has been largely positive, barring the
last 3 years of our study, when there was very

little productivity growth. Productivity growth
accelerated since 2003 and the upward trend
continued until it dropped in 2007. In the subse-
quent years which correspond with the global
financial crisis, the TFP growth declined, but it
started picking up again since 2010. However,
there has been a consistent decline in the TFP
growth from 2011 until almost the last year in
our study period.

In the last row of Table 6.1, we also provide
the average TFP growth rates for the aggregate
manufacturing for the subperiods combined.
The TFP growth was about 0.04% during
1993e2002 which increased to 1.1% during
2003e15. This hike in TFP growth in
manufacturing is arguably a lagged impact of
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FIGURE 6.1 Total factor productivity (TFP) growth rate and 3-year moving average, Indian manufacturing, Domar aggre-
gation. Note: Industry-level TFP growth rates based on gross output function framework have been aggregated by using
Domar weights. Source: Authors’ computations based on India KLEMS database, version 2017 (with modifications as stated below
Table 6.1), along with inputeoutput tables and supplyeuse tables.

13 For discussion on Domar aggregation, see Domar (1961), Hulten (1978), Gollop (1979), Jorgenson et al. (1987), and
Jorgenson et al. (2005), among others. The Domar aggregation procedure has been applied to the Indian economy in
Goldar et al. (2017a) and to Indian manufacturing industries in Das and Kalita (2011) and Krishna et al. (2018a). The
methodology adopted here follows Krishna et al. (2018a) which contains an explanation of the methodology.
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the economic reforms (Hashim et al., 2011). The
argument here is that following the massive
liberalization reforms in the early 1990s, it is
likely that many industries undergo substantial
structural change, including intensive creative
destruction process coupled with diversion of
human resources for learning new technology
and markets, which would initially lower the
productivity growth, but will see the gains com-
ing in at a later stage. Looking further at the pre-
and postglobal financial crisis periods, we see a
marked decline of TFP growth rate from 1.5%
during 2003e07 to 0.8% during 2008e15. It
may be pointed out further that the TFP growth
in the last 4 years of the 2008e15 period (i.e.,
2012e15) has been rather low at only 0.2% per
annum. Thus, the growth rate in TFP at the
aggregate level came down in the postcrisis
period (but, in some industries, it improved, as
noted above), and in the last 4 years of the
2008e15 period under study, that is, 2012e15,
the average growth rate in TFP has been as low
as 0.2% per annum on average and has dropped
back to growth rates about the same as around
the turn of the century.

6.3 Determinants of TFP: the role of
GVC participation and equipment capital

use

To understand how TFP is impacted by In-
dia’s participation in GVCs and changes in the
composition of fixed capital stock, we perform
a regression analysis using panel data on
manufacturing industries.

Globally, the manufacturing sector has wit-
nessed a substantial production fragmentation
since the 2000s, supported by rapid declines in
the cost of communication and coordination
facilitated by ICT, and the opening up of several
emergingmarkets including India into the global
market (Baldwin, 2016). This has increased the
use of foreign inputs in domestic production in
many developed and developing countries

which is argued to have sorted a productivity-
enhancing effect. It is important therefore to
undertake an analysis of the effect of GVC partic-
ipation on TFP in Indian manufacturing.

There are somewhat similar considerations
for investigating the role of investment in equip-
ment in raising TFP. A higher share of equip-
ment in total capital stock is argued to be a
prominent source of economic growth (De
Long and Summers, 1991). Equipment capital,
such as machinery and transport equipment, de-
preciates relatively faster than structures and is
characterized by relatively higher levels of mar-
ginal productivity. Indeed India’s high growth
rates in the 1980s and 1990s is argued to be partly
due to relatively larger growth-enhancing effect
of private equipment investment compared to
public equipment investment and nonequip-
ment investment (Sen, 2009). More recently the
increased role of ICT equipment has been identi-
fied as an especially important driver of produc-
tivity growth (see Jorgenson et al., 2005, among
others).

Following the extensive liberalization of the
Indian economy since the early 1990s, the access
of Indian firms to imported high-quality capital
equipment, including ICT, has increased. This
provides justification for including the share of
equipment in capital stock as an explanatory
variable in our analysis. In this section, we
document the quantitative impacts of foreign
input use and equipment investment on TFP
in Indian manufacturing, along with some other
control variables, identified by the previous
literature.

6.3.1 Model specification

The econometric model used for the analysis
of determinants of TFP involves regressing a
TFP index on a set of explanatory variables
that are expected to have an impact on TFP. A
particular focus is on the productivity impacts
of India’s participation in GVCs and changes in
the asset composition of fixed capital stock in
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Indian manufacturingdintertemporal changes
in the share of equipment in total fixed capital as-
sets and in the ratio of investment in ICT assets
to GFCF in manufacturing, representing ICT
intensity.

In the previous section, we have explained the
estimation of annual TFP growth for individual
industries using a gross output production func-
tion. In our regression specification, we use an
index of TFP levels, which are obtained
assuming a common TFP level in all industries
at 100 in the first year, and then the index for
subsequent years are derived as:14

Ait ¼ Ai;t�1exp
n dDlnAit

o
(6.2)

After obtaining the TFP index for each of the
manufacturing industries, the following model is
specified for estimation from panel data on indus-
tries and time, where the dependent variable is
the log of TFP index in industry i in year t (lnAit):

lnAit ¼ fi þ
X
j

gjXj
it þ xit (6.3)

In this equation, X is a set of independent vari-
ables that are expected to have an influence on
TFP, x is the random error term and fi allows

for industry fixed effects.15 For the actual empir-
ical application, a dynamic version of this model
has been estimated by introducing the one-
period lagged TFP index as an explanatory vari-
able. Estimation of the model has been done by
applying the GMM (generalized method of mo-
ments) estimator.

In the econometric model used by Constanti-
nescu et al. (2017) for analyzing the effect of
GVCs on productivity using a cross-country
panel data set covering 13 sectors in 40 countries
over 15 years, the explanatory variables were all
trade-related (except fixed effects, country-
industry, country-year, and industry-year) and
these were taken with 1 year lag. In the analysis
presented here also the trade-related explana-
tory variables have been taken with 1 year lag
(to take care of possible endogeneity issues),
but for other explanatory variables, the current
year values have been used.16

6.3.2 Data, variables, and expected
relationship with TFP

The econometric model described above has
been estimated using panel data on
manufacturing industries for the period 1995 to

14 Instead of taking the base year TFP for each industry as 100, one may allow TFP levels to differ across industries
based on somemeasurement of initial relative TFP level and then apply the TFP growth rates to generate a time series.
Such an approach is adopted in cross-country assessment of TFP levels in Dabla-Norris et al. (2015), where the initial
TFP levels for each industry is taken from Groningen Growth and Development Centre’s productivity level database,
which provides TFP level for individual industries in each country relative to the United States, in 1997 benchmark
PPP. This is not necessary for the analysis presented here because in the econometric model employed (Eq. 6.3), there
is a fixed effects term which takes care of the initial period differences in the level of TFP.
15 Since lnAit in Eq. (6.3) is obtained by assuming the initial TFP level as 100 in each industry and applying the
measured TFP growth rates for subsequent years, it does not account for sectoral heterogeneity in productivity levels.
Nevertheless, gjmay rightly be interpreted as the impact of variableXj

it on the level of TFP, and not on the growth rate
of TFP. Ait for any given year t after the initial year measures the ratio of the level of TFP in industry i in year t to the
initial level which is fixed. Therefore, the partial derivative of Ait with respect of Xj

it shows the impact of the
explanatory variable on the current level of TFP.
16 The issue of endogeneity is probably more serious in the case of trade variables than for other explanatory
variables such as ICT intensity. Moreover, since the GMM estimator is used in the present study, it takes care of
the issue of endogeneity so that the use of current year values of some of the explanatory variables is not
problematic.
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2015. In the IKD-2017, data on output, inputs,
and TFP are provided for 13 manufacturing in-
dustries, of which we use only 12 in our regres-
sion analysis. We exclude the coke and
petroleum products industry because it has
both relatively high imports (crude oil imports)
and exports and is in certain ways different in
nature than other manufacturing industries.
Some studies on India’s manufactured exports
in the past have also excluded this sector from
their analysis (see, e.g., Francis, 2015 and Veera-
mani et al., 2017).

The key explanatory variables considered in
the model are (1) the foreign value-added
(FVA) share in domestic production, (2) export
intensity, (3) the share of equipment in total fixed
capital stock, (4) ICT intensity, and (5) the share
of the organized segment of the industry in
employment.

The foreign value-added share (FVA) serves
as an indicator of the extent of participation in
GVCs. Access to imported intermediate inputs
is argued to have positive effects on output and
productivity. This relationship has been estab-
lished both theoretically and empirically. For
instance, the endogenous growth models of
Romer (1987, 1990) suggests that the import of
new varieties of inputs helps improve productiv-
ity and also strengthen the domestic capacity to
create a better variety of products. Amiti and
Konings (2007), Goldberg et al. (2010), among
others, provide empirical support to this
argument, respectively, in Indonesia and India.
Gopinath and Neiman (2014) emphasize the
role of imported inputs in driving fluctuations
in aggregate productivity in Argentina. We
extend this research by considering the use of
foreign-produced value added in the production
of domestic manufacturing output. As the partic-
ipation in GVCs facilitates access to cheaper,
wider variety, and high-quality foreign inputs,

it is expected to help improve productivity and
reduce costs of production. So, we expect a pos-
itive relationship between the FVA variable
(hereafter called alternatively as the GVC vari-
able) and TFP.

The FVA has been computed from WIOD
(world inputeoutput database) 2016 version,
which provides inputeoutput data for 43 coun-
tries including India and a rest of the world cate-
gory, for 56 sectors classified according to the
ISIC revision 4, for the period 2000e14. An
earlier version of the WIOD provides data for
40 countries and 35 sectors (according to ISIC
revision 3) for 1995e2011. There are compara-
bility issues between the two versions, as the
2016 version adheres to SNA-2008 and the old
2012 version is consistent with SNA-1993. How-
ever, with our level of aggregation of sectors to
India KLEMS sectors, we could avoid several
of those inconsistencies of sectoral compara-
bility, yet not the issue of country coverage. In
spite of this deficiency, we have extended our
measure of FVA to earlier years, so that we
have a series running from 1995 until 2014.

To measure the foreign content in domestic
production, we apply a decomposition method
based on Leontief (1936)’s inputeoutput frame-
work, following Timmer et al. (2014) and Tim-
mer et al. (2015).

V ¼ v:ðI � BÞ�1C (6.4)

where V is a vector of value added created in
each sector s (s ¼ 1, ., S) in each country n
(n ¼ 1,., N), involved in the value chain. C is
the final output vector, delivered to consumers
or investors (i.e., the final demand, absorbed as
consumption or investment); v is a diagonal ma-
trix of value added/output ratio and (IeB)�1 is
the Leontief inverse, with B being the matrix of
technology coefficients (the ratio of intermediate
input to output, describing how much
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intermediates are needed to produce a unit of
output in a given industry) and I being the iden-
tity matrix. The final output vector, C is taken as
a diagonal matrix, so that only the consumption
of S�N combination of the country-industry is
taken on the diagonal. This helps us to decom-
pose the GVC of a final good as a set of all
value-adding activities needed in its production.
Such a decomposition will provide us the value
added from any given country-industry (partici-
pating in the value chain), delivered as the final
product in the GVC by a given country-
industry where the final stage of production
took place. The sum across the country-
industry (where the products are identified as
final product) will be the value added of a given
country-industry. Finally, the sum across value
added from country-industry participating in
the GVC will be the total final output value.
This way, we can identify how much of the
output in any given industry finalized in a coun-
try consists of value added from industries from
various countries, including the country where
the final output is being produced. Excluding
the own country value-added content, we get the
foreign content in production. Annexure-I pre-
sents period averages of this variable for
different industries in India.

In some specifications of the model, the FVA
variable has been divided into two parts:
FVA content from advanced countries and
FVA content from other countries.17 The
productivity-enhancing effect of FVA content

from advanced countries is expected to be
greater than that from other (relatively less
advanced) countries because of the technological
advantage the former group of countries enjoys.
The imported inputs from technologically
advanced economies are expected to be of rela-
tively high quality. The purpose of splitting the
GVC variable into two parts in some specifica-
tions of the model is to ascertain if this hypothe-
sis is empirically supported by the data on
Indian manufacturing.

Export intensity has been widely proved to
have a positive relationship on TFP growth
through learning by exporting.18 The variable
is computed as total exports (export of interme-
diate þ export of final goods and services) by in-
dustries divided by total industry output. The
source of data for computation of export inten-
sity is the same as that for GVC participation,
i.e., the WIOD database.

The industry-wise time series data on GVC
participation and export intensity are obtained
for the years 1995e2014. Since these two trade-
related variables enter the models with a 1-year
lag, the model estimation has been done effec-
tively with data for the period 1995e2015.

The equipment share in total capital stock
has been computed for each industry using
detailed data on asset-wise investment and cap-
ital stock. Capital stock for three different asset
typesdmachinery, transport, equipment and
constructiondare computed using the standard
perpetual inventory method, and equipment

17 Advanced economies correspond to the top 10 countries in terms of labor productivity levels and global innovation
index scores. These are United States, Switzerland, Sweden, Netherlands, United Kingdom, Germany, Finland,
Denmark, France, and Belgium. In order to prepare this list, labor productivity levels are obtained from the Con-
ference Board Total Economy Database (adjusted version), November 2018, and innovation scores are obtained from
the Global Innovation Index. In addition to the 10 countries listed above, Japan and Korea have been included. From
the total FVA content in domestic production, the FVA content from advanced countries is subtracted to derive the
FVA content from other countries.
18 Econometric evidence in favor of the learning-by-exporting hypothesis in the context of Indian manufacturing has
been found by Ranjan and Raychaudhuri (2011). But, several other studies, e.g., Haidar (2012), did not find supportive
evidence to this hypothesis. See Goldar et al. (2018), among others, for a review of studies related to this issue.
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investment is defined as the sum of the first
two.19

ICT intensity has been widely researched as a
critical variable driving productivity growth.
The significant declines in ICT prices over the
past decades, owing to the rapid technological
change in the ICT producing sector, has helped
firms substitute other forms of capital by ICT
(see Jorgenson, 2001). The resulting increase in
ICT investment helps firms reduce the cost of
communication and coordination substantially
and to increase their efficiency and productivity
by facilitating better organization of production
(Erumban and Das, 2016). In addition to better
labor productivity growth, emanating from
faster ICT capital deepening, the use of ICT gen-
erates spillover effect on improving TFP growth.
This spillover effect includes network external-
ities, organizational changes, and lower transac-
tion costs (van Ark et al., 2011). A positive
relationship is thus expected between ICT inten-
sity, and TFP. Such a relationship has been found
in a number of earlier studies, including studies
undertaken for Indian manufacturing (see, for
example, Joseph and Abraham, 2007; Kite,
2012, 2013; Sharma and Singh, 2012; and Mitra
et al., 2016).

The ICT intensity variable has been computed
as the ratio of ICT investment to GFCF (annual
ICT investment divided by annual GFCF). This
has been computed for each of the 12
manufacturing industries using primarily ASI
data (see Krishna et al., 2018b). Industry-wise
period averages of ICT intensities are shown in
Annexure-I. As this ratio could be computed
only for the organized manufacturing sector,
this variable should be treated only as a crude
measure when applied to the aggregate industry
data (organized and unorganized segments
combined). Also, estimates are only made for

the years 1993e2013, as the required data were
not readily available for 2014 and 2015. Hence
for these years we assume the intensity levels
of 2013. In the literature, ICT investment is
mostly considered as the sum of hardware, soft-
ware, and communication investments. Howev-
er, the ASI data consist of computing equipment
including software only, which means that we
may underestimate the ICT intensity in Indian
manufacturing. The measure nonetheless is ex-
pected to provide us insight on the relative
importance of ICT equipment in enhancing pro-
ductivity across industries and over time.

The formal share in manufacturing, which is
measured as the employment share of the orga-
nized segment of any given industry in the total
employment, has been widely asserted as posi-
tively impacting on productivity. The level of
TFP in the organized segment of Indian
manufacturing is observed to be significantly
higher than that in the unorganized segment
(see Krishna et al., 2018a), and therefore as the
size structure of an industry changes toward
the organized segment, the level of TFP should
rise. This assertion finds empirical support in a
study by Goldar and Kumari (2018) using
state-level panel data for 1993e2012. They
observe a positive relationship between changes
in the value-added share of the organized
manufacturing sector and TFP growth. Earlier
studies also observe that the presence of the
informal sector often pulls down aggregate pro-
ductivity and growth (Khaturia et al., 2013; De
Vries et al., 2012), and that formalization of in-
dustries helps them move up in modernity and
technology ladders by increased access to capital
and technology (Moreno-Monroy et al., 2014)
and strengthen productivity performance.

Evidently, a positive relationship is expected
between the level of TFP in an industry and the

19 For more details of the method of construction of capital stock for the India KLEMS data series, see the India
KLEMS data manual (mentioned earlier in Section 2 of the chapter) available at the RBI website (also see Das et al.,
2016). Industry-wise period averages of equipment share in total capital stock are shown in Annexure-I.
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share of the organized sector employment in the
industry. The data on this explanatory variable
are obtained from Krishna et al. (2018a) for
different years until 2011, and are extended to
2012 to 2015 using a similar methodology.

6.3.3 Regression results

The regression results obtained by estimating
a dynamic version of Eq. (6.3) are presented in
Table 6.2. Four regression equations have been

estimated, two using the difference GMM esti-
mator (Regressions A1 and A2) and another
two using the system GMM estimator Regres-
sions A3 and A4). In each pair, the first regres-
sion contains the FVA variable without
splitting, and the second contains the FVA split
into FVA content from advanced countries and
that from other countries.

The FVA content (GVC) variable has positive
and statistically significant coefficients in models
A3 and A4. 20 In A3, where the foreign content in

TABLE 6.2 Determinants of total factor productivity (TFP), Indian manufacturing, regression results.

Dependent variable: ln(TFP) Period: 1995e2015

Explanatory variable Regression-A1 Regression-A2 Regression-A3 Regression-A4

Lagged ln(TFP) 0.783 (25.58)*** 0.783 (24.59)*** 0.918 (50.83)*** 0.914 (50.34)***

FVA content in production (lagged) 0.075 (1.56) 0.098 (2.02)**

FVA content from advanced countries (lagged) 0.211 (1.39) 0.293 (2.10)**

FVA content from other countries (lagged) 0.058 (1.12) 0.074 (1.45)

Export intensity (lagged) �0.038 (�0.87) �0.044 (�1.00) �0.0003 (�0.01) �0.007 (�0.16)

Equipment share in capital stock (in logarithms) 0.039 (1.80)* 0.043 (1.96)* 0.023 (1.70)* 0.020 (1.48)

ICT intensity (in logarithms) 0.005 (0.69) 0.005 (0.69) 0.011 (1.88)* 0.009 (1.46)

Organized sector share in employment 0.075 (1.64)* 0.088 (1.85)* 0.026 (0.78) 0.030 (0.90)

Constant 1.044 1.037 0.426 0.420

Estimation method Difference GMM Difference GMM System GMM System GMM

Wald Chi-square (Prob.) 802.2 (0.000) 802.8 (0.000) 4781.8 (0.000) 4817.4 (0.000)

No. of observations 228 228 240 240

No. of instruments 229 229 249 249

AR(1) 0.008 0.007 0.009 0.009

AR(2) 0.072 0.061 0.082 0.064

Sargan test, Chi-square (Prob.) 235.0 (0.26) 234.0 (0.26) 253.7 (0.29) 253.3 (0.28)

Note: t-values in parentheses; ***P < .01, **P < .05, *P < .1. FVA, Foreign value added; ICT, Intensity, Investment in ICT assets divided by gross
fixed capital formation. FVA variables and export intensity variable are lagged by 1 year.
Source: Authors’ computations.

20 It is logical to take the alternative hypothesis in the test of statistical significance to be right-sided, and then the
coefficient of FVA content in regression A1 and the coefficient of FVA content from advanced countries in regression
A2 are statistically significant. The same applies to the coefficients of equipment share in regressions A1 and A2.

6. Manufacturing productivity in India108



production is taken as a single indicator, the
GVC participation does make a significant posi-
tive effect on TFP. As the foreign content in do-
mestic production goes up for an industry, the
TFP levels in the industry increases. The relation-
ship remains positive even when we split the
foreign content to advanced and other econo-
mies (A4), with a stronger and significant coeffi-
cient for advanced economies foreign content,
compared to other economies. Our results
clearly indicate that the participation in GVCs
helps manufacturing industries attain higher
productivity levels.21

The share of equipment in capital stock has
positive coefficients consistently and is statisti-
cally significant for all regressions, except in
model A4.22 These results indicate that an in-
crease in the share of equipment in capital stock
helps improve TFP, by increasing the quality of
capital assets used in production.

The regression results are indicative of a pos-
itive effect of organized employment share on
TFP, since the coefficient is consistently positive
and is statistically significant in two regressions
(A3 and A4). It may be inferred that formaliza-
tion of the manufacturing sector is productivity
enhancing. At the same time, it needs to be
acknowledged that the results are weak overall.

Of the other explanatory variables, only the
lagged TFP is statistically significant, which as
expected has a positive sign. ICT intensity has
positive coefficient but is not always significant.
In model A3, the coefficient for ICT intensity var-
iable is positive and statistically significant at
10% level. This indicates the presence of spillover
effects of ICT use on productivity. However, the

relationship is weak. It may be noted that a recent
study on ICT and economic growth in India
observed the lack of effective use of ICT invest-
ment in the manufacturing sector, whereas the
ICT contribution to growth in the overall econ-
omy is much higher (Erumban and Das, 2016).

The coefficient of export intensity is found to
be small and negative, and statistically insignifi-
cant in all cases. It seems reasonable to say that
the empirical evidence obtained in this study
does not point to any strong productivity-
enhancing effects of increases in export intensity.
This goes against the learning-by-exporting hy-
pothesis. However, since several past studies
also did not find empirical support of this hy-
pothesis in Indian manufacturing, the results ob-
tained in this study are not out of sync with the
existing literature on productivityeexports
nexus.

6.3.4 Robustness checks

To check the robustness of the findings from
the regression results reported in Table 6.2, two
econometric exercises have been carried out us-
ing the dynamic version of the model. In the first
exercise, a time trend variable has been intro-
duced in the model, aiming to find out if the
regression results change qualitatively when a
trend variable is included. Also, both one-
period and two-period lagged values of the
dependent variable are included in the model
as an explanatory variable.

In the second exercise, the estimation is
confined only to the organized manufacturing
sector, meaning that the model is estimated

21 We also tried the regressions A1 and A2 with current year export intensity. The results are consistent with what is
reported in the table and are slightly stronger. The coefficient of the FVA content is found to be statistically significant
(even with the two-tailed test), and the same holds true for the coefficient of the FVA content from advanced
countries. However, these results are not reported, rather we opt to rely on the lagged results, to evade any potential
endogeneity problems.
22 Taking the alternative hypothesis in the test to be right-sided, the coefficient of equipment share in regression A4 is
statistically significant.
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with the TFP index for organized manufacturing
sector being the dependent variable.23 As noted
earlier, the ICT variable has been constructed
for the organized sector manufacturing

industries, and therefore, confining the regres-
sion only to the organized sector is worth
exploring. Moreover, it may be argued that the
issue of participation in GVCs and its impact

TABLE 6.3 Determinants of total factor productivity (TFP), Indian Manufacturing, Additional Regression Results.

Dependent variable: ln(TFP) Period: 1995e2015 (for organized sector: 1995e2014)

Explanatory variable

Total manufacturing (organized plus
unorganized) Organized manufacturing

Regression-R1 Regression-R2 Regression-R3 Regression-R4

Lagged ln(TFP) 0.977 (20.56)*** 0.962 (20.32)*** 0.829 (11.53)*** 0.821 (11.31)***

2-year lagged ln(TFP) �0.064 (�1.28) �0.049 (�0.98) 0.067 (1.01) 0.069 (1.04)

FVA content in production (lagged) 0.063 (0.96) 0.009 (0.13)

FVA content from advanced
countries (lagged)

0.411 (2.73)*** 0.230 (1.85)*

FVA content from other countries (lagged) �0.068 (�0.82) �0.077 (�0.87)

Export intensity (lagged) �0.009 (�0.19) �0.020 (�0.44) 0.027 (0.68) 0.021 (0.56)

Equipment share in capital stock
(in logarithms)

0.025 (1.74)* 0.020 (1.42) 0.227 (3.63)*** 0.219 (4.11)***

ICT intensity (in logarithms) 0.011 (1.85)* 0.009 (1.51) 0.011 (2.31)** 0.010 (2.21)**

Organized sector share in employment 0.017 (0.49) 0.018 (0.52)

Time trend 0.0006 (0.96) 0.0017 (2.30)** 0.0003 (0.85) 0.0011 (1.51)

Constant �0.690 �2.963 0.011 �1.459

Estimation method System GMM System GMM System GMM System GMM

No. of observations: 240 240 228 228

Wald Chi-square (Prob.) 4498.8 (0.000) 4583.9 (0.000) 1531.2 (0.000) 4863.3 (0.000)

No. of instruments 249 249 236 236

AR(1) 0.013 0.012 0.006 0.006

AR(2) 0.106 0.060 0.010 0.079

Sargan test, Chi-square and Prob. 235.4 (0.57) 232.9 (0.60) 245.8 (0.20) 244.6 (0.46)

Note: t-values in parentheses; ***P < .01, **P < .05, *P < .1. Robust standard errors for the estimates for organized manufacturing. FVA, Foreign
value added; ICT intensity, Investment in ICT assets divided by gross fixed capital formation. FVA variables and export intensity variable is
lagged by 1 year.
Source: Authors’ computations.

23 In this case, the variable on employment share of the organized sector is dropped, as inclusion of this explanatory
variable does not seem right.
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on productivity is more pertinent for the orga-
nized (or formal) sector than for the unorganized
or informal sector. This, however, may not
necessarily always hold true, as many small-
and medium-scale firms also participate in GVC.

The TFP levels in organized manufacturing
industries are constructed using Eq. (6.2), with
data obtained from Krishna et al. (2018a). Since
Krishna et al. (2018a) provide data only until
2011-12, these have been extended using esti-
mates from Goldar (2017) which are for 2-digit
industries of National Industrial Classification.
It has been necessary for this purpose to map
the 2-digit level industries into the KLEMS 13 in-
dustry classification and take weighted average
of industry-level TFP growth rates where
required.

The results of the two exercises described
above are reported in Table 6.3. Model estima-
tion has been done by the system GMM esti-
mator. Regressions R1 and R2 are estimates for
total manufacturing including a time trend,
organized and unorganized segments combined,
hence comparable with our original regressions
in Table 6.2. The results are found to be mostly
similar to those in Table 6.2. The coefficients of
ICT intensity and equipment share in capital
stock are positive on both regressions and statis-
tically significant in one of them. The coefficient
of the FVA content from advanced countries is
found to be significant at 1% level, and the
magnitude of the coefficient is greater than the
coefficient of the FVA content from other coun-
tries. By contrast, the coefficient of the FVA con-
tent from other countries is negative but
statistically insignificant. Thus, the key findings
emerging from Table 6.2 remains by and large
intact even if a time trend variable is introduced
in the equation.

The regression results obtained for organized
manufacturing are also by and large supportive
of the findings obtained from the regression re-
sults presented above (see Models R3 and R4).
The coefficient of the FVA content from
advanced countries is positive and statistically

significant, and by contrast, the coefficient of
the FVA content from other countries is negative
and statistically insignificant. The coefficients of
equipment share variable and ICT intensity var-
iable are positive and statistically significant.

To summarize, our regression analysis brings
out three important insights. The first is that
participation in GVCs helps manufacturing in-
dustries to improve their productivity perfor-
mance. Secondly, backward linkages in GVCs
with advanced economies have a greater impact
on productivity, than with other economies. And
thirdly, a shift toward more equipment invest-
ment and increases in ICT intensity improve
manufacturing productivity.

6.4 Summary and conclusion

The objective of this chapter has been to esti-
mate the impact of India’s participation in
GVCs, the share of equipment capital in total
capital stock, and ICT intensity on TFP in the
manufacturing industries in India in the postre-
form period, 1993e94 (1993) to 2015e16 (2015).
The databases used for this purpose are the India
KLEMS data set, 2017 version (IKD-2017) with
some modifications and World Input-Output
Database (WIOD), 2012 and 2016 versions, sup-
plemented by the other relevant data sets. The
gross output framework of measuring TFP has
been adopted to reveal trends in TFP over the
period, 1993e2015 and subperiods.

A panel data model of TFP index as a function
of a measure of participation in GVCs, share of
equipment in total capital, and ICT intensity as
key determinants, together with a few control
variables, has been estimated using GMM for
12 manufacturing industries for the years
1993e2015. These 12 manufacturing industries
accounted for more than 95% of the total GVA
in the manufacturing sector in 1993.

The Domar weighted TFP growth in the
manufacturing sector was 0.6% per year, for
the entire period, 1993e2015. It was as low as
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0.04% per year in 1993e2002, but improved
considerably to 1.5% in 2003e07, before deceler-
ating to 0.8% in the postglobal financial crisis
period 2008-15.

TFP growth during 1993e2015 at the individ-
ual industry level ranged widely between�2.3%
inWood and products of wood and 1.2% in Elec-
trical and optical equipment; the latter industry
has a low value added share of only 5%. Several
other industries with higher value-added shares
achieved TFP growth above the average of 0.6%
for the manufacturing sector.

The GMM regression estimates show that the
participation in GVCs helped manufacturing in-
dustries in India to achieve higher productivity
levels.The coefficientofFVA(foreignvalueadded)
content in production is significantly positive.
When the FVA content is split into value added
from advanced countries and value added from
other countries in the regression, the former
component has a much larger coefficient. The
equipment share in capital hasapositiveandstatis-
tically significant coefficient, but the impact of ICT
intensity on TFP is rather low and insignificant.

Some robustness checks have confirmed the
major findings noted above. Overall, the regres-
sion results bring out two important insights.
The first is that participation in GVCs helps in-
dustries improve their productivity perfor-
mance. Furthermore, backward linkages in
GVCs with advanced economies have a larger
impact compared to linkages with other econo-
mies. The second insight is that higher equip-
ment shares in total capital stock help in
enhancing productivity.

In concluding, there is little doubt that the ma-
jor economic reforms undertaken in India since
1991 had a positive impact on productivity per-
formance in the manufacturing sector. However,
the growth and productivity performance has
remained less strong than what was looked-for
due to a number of constraints that the sector
has faced. These include infrastructural bottle-
necks, disadvantages arising from policy con-
straints and institutional factors such as

difficulties in land acquisition, labor market ri-
gidities, high unit labor cost, and lack of compet-
itive advantage compared to the peers such as
China. The “Make-in-India” initiative
announced in 2014 is intended to boost the
manufacturing sector by promoting exports,
encouraging FDI, improving productivity, and
lowering barriers to doing business. In this
context, Veeramani and Dhir (2017) identify
two groups of industries that have the potential
for export growth and employment generation.
The first group consists of traditional unskilled
labor-intensive products such as textiles, clothes,
footwear, and toys. The second group consists of
products where the manufacturing process is
internationally fragmented and mainly
controlled by multinational enterprises (MNEs)
with their global production networks.

Our analysis reveals that the average growth
in TFP attained by labor-intensive industries
such as food products, beverages and tobacco
products, and textiles and leather products
over the entire period of analysis has been less
impressive than other industries. However, in
the more recent period 2008e15, there has been
a considerable improvement in TFP in these in-
dustries. This may suggest that the traditional
labor-intensive industries do hold a good poten-
tial in India. Giving a significant push to such in-
dustries with the intent of exploring a sizable
part of the enhanced production would be ad-
vantageous. Regarding the second group of in-
dustries, namely the network industries, our
findings support the recommendations of Veera-
mani and Dhir (2017). Rapid development of in-
dustries actively participating in GVC is likely to
boost manufacturing sector growth and increase
India’s manufactured exports. In the backdrop of
the findings by Veeramani and Dhir (2017) and
other similar studies, the results of this chapter
have important implications for policies toward
the manufacturing sector in India, as more active
participation in GVCs by India may have consid-
erable potential for achieving higher growth in
employment and productivity.
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Abbreviations

ASI Annual Survey of Industries
FDI Foreign direct investment
FVA Foreign value added
GDP Gross domestic product

GFCF Gross fixed capital formation
GMM Generalized method of moments
GO Gross output
GVA Gross value added
GVC Global value chain
ICT Information and communication technology

IKD India KLEMS database
ISIC International Standard Industrial Classification of All

Economic Activities
KLEMS Capital-Labor-Energy-Material-Services
MNE Multinational enterprises
OECD Organization for Economic Co-operation and

Development
R&D Research and development
RBI Reserve Bank of India
TFP Total factor productivity
WTO World Trade Organization

Industry

FVA content in
domestic production (%)

Equipment share in
total capital stock (%)

ICT investment divided
by gross fixed capital

formation (%)

1995
e2002

2003
e07

2008
e15

1993
e2002

2003
e07

2008
e15

1993
e2002

2003
e07

2008
e13

Food products, beverages and tobacco
products

8.7 9.0 8.9 23.3 23.9 29.6 1.9 1.1 1.0

Textiles, textile products, leather
and footwear

10.2 14.5 14.0 43.6 38.7 35.9 2.1 1.2 1.2

Wood and products of wood 8.7 10.1 8.9 14.1 11.8 13.5 3.0 2.1 1.3

Pulp, paper, paper products, printing and
publishing

18.0 21.1 21.7 14.7 22.9 30.0 2.9 3.2 1.7

Coke, refined petroleum products
and nuclear fuel

35.6 43.4 61.3 81.5 87.5 88.0 0.5 1.1 1.1

Chemicals and chemical products 19.3 25.9 27.3 63.6 61.4 63.6 2.0 2.0 1.5

Rubber and plastic products 17.6 25.4 26.2 49.9 50.1 54.3 2.4 1.3 1.0

Other nonmetallic mineral products 16.2 18.5 24.2 49.7 36.6 46.9 1.0 1.0 0.7

Basic metals and fabricated metal products 19.6 30.8 37.5 61.4 59.7 66.1 1.1 0.9 0.9

Machinery, nec. 21.1 28.4 29.2 42.8 35.1 39.6 5.7 4.8 4.3

Electrical and optical equipment 18.9 31.2 31.2 52.3 48.6 48.6 4.2 4.2 4.5

Transport equipment 19.6 30.3 32.0 62.8 68.2 71.8 2.8 4.4 2.4

Manufacturing, nec; recycling 18.8 26.6 29.3 9.9 11.1 11.5 5.5 4.5 3.9

Source: Authors’ computations.
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Annexure-I: summary Statistics for FVA
(foreign value-added), equipment share,

and ICT (information and communication
technology) variables
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7.1 Introduction

Information and communications technology
(ICT) industries were at the core of transforma-
tion of economic systems with a country’s rapid
growth. The boom of ICT manufacture and the
application of ICT products were in highly closed
relation with living standard in a country. In
addition, the drastic growth in the worldwide
ICT market had permitted many countries to
attain astounding success by proactive develop-
ment of their ICT industry. De Prato et al. (2017)
analyzed ICT sector within 41 geographical areas
and pointed out that the economies percentage
shares of ICT sector value added in the United

States, China, Japan, Taiwan, and Korea were
24.7 percent, 23.2 percent, 6.8 percent, 4.6 percent,
and 4 percent, respectively. The above five coun-
tries were main players of ICT industry in the
world. In addition, according to the database of
World KLEMS, EU KLEMS, Asia KLEMS, China
Industrial Productivity Database 3.0, JIP Data-
base 2015, and DGBAS of Taiwan, the total
output value of ICT1 in China, the United States,
Japan, Korea, and Taiwan were 896.7 billion and
USD 490.5 billion, 467.5 billion, 321.4 billion, and
240.5 billion, respectively in 2010. China, Korea,
and Taiwan registered a remarkable annual
growth rate of 24.1 percent, 16.7 percent, and
13.1 percent, respectively, during 1981e2010 in

1 We employ the data of Electrical & optical equipment industries as ICT in this paper.
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ICT industry, while that of the United States and
Japan were 7.5 percent and 6.1 percent per
annum, respectively, in the same period.

China, Korea, and Taiwan seem to be catching
up quickly with Japan and the United States in to-
tal output value. China even surpassed the
United States as number one country in the world
in ICT total output value by 2010. It was impor-
tant to analyze the source of growth in ICT indus-
try among the five countries aforementioned. As
Krugman (1994) pointed out that an input-
driven growth without total factor productivity
(TFP) progress was not sustainable due to law
of diminishing return. It is also worthy of study-
ing that whether China, Korea, and Taiwan are
catching up Japan and the United States in the
TFP level. The current trade war started from
March 2018 between the United States and China
is not only disputed on commodity but also
focused on technology (Liu and Woo, 2018; Lee,
2018). To measure the TFP gap in the ICT indus-
try between China and the United States may
shed some light on the technology issue.

The data of total output, inputs, and TFP of ICT
industry in the United States, Japan, Korea, and
China are available from World KLEMS, EU
KLEMS, Asia KLEMS, China Industrial Produc-
tivity Database 3.0, and JIP Database 2015. How-
ever, the TFP data of Taiwan are unavailable.

And hence, the objective of this paper is: (1) to
measure the TFP growth and analyze the sources
of ICT growth in Taiwan during 1981e2010, (2)
to compare the sources of growth and TFP
growth of ICT industry among Japan, Korea,
Taiwan, China, and the United States, and (3)
to measure the “TFP gap” of ICT industry
among the above five countries. The findings
might be useful for policy reference and help to
clarify the issue of whether the China
Manufacturing 2025 posed threat to the United
States or not under the trade war.

Following Gollop and Jorgenson (1980) and
Jorgenson et al. (1986), the methodology and
data compilation employed are basically the
same as World KLEMS and Asia KLEMS.

Except introduction, this paper consists of the
following sections: (2) Literature Review, (3)
Methodology and Data Compilation, (4) Empir-
ical Results, and (5) Conclusion and Suggestion.

7.2 Literature review

When the information age was initiated from
the beginning of 1980s, there have been a lot of
discussions in literatures on whether the ICT
development is being paid off in productivity
improvement (Heshmati and Yang, 2006). In
addition, the drastic and large size of growth in
the worldwide ICT market has permitted many
countries to attain astounding success by proac-
tive development of their ICT industry. The
"East Asia Miracle" was a sign of success of the
respective governments in Singapore, Taiwan,
Korea, and Japan in pursuing the ICT-
producing sector as a strategic industry while
becoming large producers in the worldwide
ICT industry (Hanna et al., 1996).

Fukao (2013) employed industry and micro-
level data of Japan to examine the reason of Ja-
pan’s productivity growth has been slow for
such a long time and the TFP gap between
United States and Japan. The results had
showed that the United States experienced an
acceleration of TFP growth in ICT-using sectors,
but it appears that a similar ICT revolution did
not occur in Japan simply because Japan has not
accumulated sufficient ICT capital. Henze
(2015) analyzed structural change and TFP in
Germany’s industries. The result shows that
the highest TFP growth rates occurred in the
electrical and optical equipment industry. The
annual growth of TFP of electrical and optical
equipment were 2.80 percent, 2.71 percent and
7.72 percent by subperiod 1980e89, 1990e99,
and 2000e09, respectively, and the average
was 4.3 percent during 1980e2009.

Besides, accumulation of ICT capital and
intangible investment in Japan was very slow.
Comparedwith largefirms,whichenjoyedacceler-
ation in TFP growth, small- and medium-sized
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enterprises (SMEs) of Japanwere left behind in ICT
capital and intangible investment, and their
productivity growth has been very low. It may
imply that the investment and development of
ICT would bring about positive effect for TFP
growth. Fukao et al. (2011) identify the sources
of economic growth based on a KLEMS model
for Japan and Korea. They find out that the
growth contribution of ICT assets and resource
reallocation effects in the two economies. Both
Japan and Korea enjoyed high TFP growth in
ICT-producing sectors but suffered low TFP
growth in ICT-using sectors, and the largest
component in ICT investment is computing
equipment.

Moreover, there were also a lot of studies for
exploring the sources of the US acceleration and
good performance of the US economy. Much of
this research focuses on the role of ICT. For
example, Jorgenson et al. (2006) had pointed out
that the overall increase in the US “speed limit”
for growth is because of ICT. Bosworth and Tri-
plett (2006) and Corrado et al. (2006) found that
non-ICT-producing sectors of the United States
saw a sizeable acceleration in TFP within the
2000s, whereas TFP growth slowed in ICT-
producing sectors in the 2000s (Acharya, 2016)

Cette et al. (2009) compared TFP in France,
Japan, the United Kingdom, and the United
States because the four countries have experi-

enced contrasting advances in productivity, in
particular as a result of unequal investment in

ICT. The result showed that ICT capital deep-
ening accounts for a large share of the variations
in performance. Khalili (2014) analyzed the
contribution of ICT to TFP among AsiaePacific
and the European Union (EU) countries. The
common point among all of the considered coun-
tries is that TFP growth of the countries has been
sourced from increasing ICT contribution and
the spillover effects of ICT through TFP growth;
ICT has significant effects on TFP growth in Swe-
den, Australia, Denmark, and the EU group of
countries.

To sum up, many studies discussed the TPF
growth of ICT-using and ICT-producing and
the effect of ICT deepening to economy growth
for a country but rare to focus on analyzing the
TPF change in ICT industry across main coun-
tries. In addition, ICT industry was important
for Japan, Korea, Taiwan, and China and highly
correlated with the United States. We would
further discuss the TFP changes of ICT industry
among above countries.

7.3 Methodology and data compilation

7.3.1 Methodology

Following the methodology of World KLEMS
and Asia KLEMS, we measure sector-level pro-
ductivity by using the translog production func-
tion:

which is characterized by constant returns to
scale (CRS) if, and only if, the parameters satisfy

ln Q ¼ a0 þ aTT þ aK ln K þ aL ln Lþ aE ln Eþ aM ln M

þ 1=2bKKðln KÞ2 þ bKL ln K,ln Lþ bKE ln K,ln Eþ bKM ln K,ln M

þ bKT ln KT þ 1=2bLLðln LÞ2 þ bLE ln L,ln Eþ bKM ln K,ln Mþ bLT ln LT

þ 1=2bEEðln EÞ2 þ bEM lnE,ln Mþ bET ln ET

þ 1=2bEEðln MÞ2 þ bLT ln MT þ 1=2bTTT
2;

(7.1)
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the condition of coefficient characteristics. In
addition, for a well-behaved function, the pro-
duction should be satisfied by the concavity
constraint. That is, the Hessian’s matrix is nega-
tive semidefinite.2 Differentiating (Eq. 7.1 with
respect to T, the rate of change in TFP can be
shown as:

RT ¼ aT þ bKT ln K þ bLT ln Lþ bET ln E

þ bMT ln Mþ bTTT (7.2)

For the data at any two discrete points in time,
say T and T � 1, the average rate of TFP change
can be derived from growth accounting, i.e., the
difference between successive logarithms of
output less a weighted average of the differences
between successive logarithms of capital, labor,
energy and intermediate inputs with weights
given based on average value shares:

where

si ¼ 1=2½siðTÞ þ siðT � 1Þ� i ¼ K; L;E;M
(7.4)

RT ¼ 1=2½RTðTÞ þ RTðT � 1Þ� (7.5)

The index of (3) is referred to as the Tornqvist
index of TFP or the translog index of TFP.3

The quality changes of inputs caused by input
structural changes should be taken into account
in calculating the TFP of an industry. We employ
Jorgenson and his associates’ approach by

assuming specific forms for the functions
defining industry aggregate capital (K), labor
(L), energy (E), and intermediate input (M). For
example, the intermediate input aggregate can
be expressed as a translog function of m individ-
ual intermediate inputs.

Considering the data at discrete points of
time, the difference between successive loga-
rithms of intermediate input is a weighted
average of differences between successive loga-
rithms of individual intermediate inputs, and
the weights are given by average value shares:

ln MðTÞ� ln MðT � 1Þ ¼
Xm
i¼ 1

SMi½ln MiðTÞ

� ln MiðT � 1Þ�
(7.6)

where

SMi ¼
1
2
½SMiðTÞ þ SMiðT � 1Þ�; ði ¼ 1; 2;/;mÞ

(7.7)

Similarly, if aggregate capital, labor, and en-
ergy inputs are translog of their components,
we can express the difference between successive
logarithms in the form

ln KðTÞ� ln KðT � 1Þ ¼
Xk
i¼ 1

SKi½ln KiðTÞ

� ln KiðT � 1Þ� (7.8)

RT ¼ ln QðTÞ � ln QðT � 1Þ � sK½ln KðTÞ � ln KðT � 1Þ� � sL½ln LðTÞ � ln LðT � 1Þ�
�sE½ln EðTÞ � ln EðT � 1Þ� � sM½ln MðTÞ � ln MðT � 1Þ� (7.3)

2 Please refer to Gollop and Jorgenson (1980), Jorgenson and Liang (1985), Lau (1978), and Liang (1987, 1983) for
imposing the “concavity” constraint in translog production (cost) function estimation.
3 The Tornqvist index, the discrete approximation for the Divisia index, was proven by Diewert (1976) to be exact to
the homogeneous translog function and such proof, consequently, provides the translog form a theoretical foundation
in productivity analyses.
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ln LðTÞ� ln LðT � 1Þ ¼
Xl

i¼ 1

SLi½ln LiðTÞ

� ln LiðT � 1Þ� (7.9)

ln EðTÞ� ln EðT � 1Þ ¼
Xe
i¼ 1

SEi½ln EiðTÞ

� ln EiðT � 1Þ� (7.10)

where

SKi ¼
1
2
½SKiðTÞ þ SKiðT � 1Þ�; ði ¼ 1; 2;/; kÞ

(7.11)

SLi ¼
1
2
½SLiðTÞ þ SLiðT � 1Þ�; ði ¼ 1; 2;/; lÞ

(7.12)

SEi ¼
1
2
½SEiðTÞ þ SEiðT � 1Þ�; ði ¼ 1; 2;/; eÞ

(7.13)

7.3.2 Data compilation of Taiwan

The overlap time-series data of total output,
inputs, and TFP of ICT industry in the United
States, Japan, Korea, and China during 1980e
2010 are available from World KLEMS, EU
KLEMS, Asia KLEMS, China Industrial Produc-
tivity Database 3.0, and JIP Database 2015. How-
ever, the TFP data of Taiwan are unavailable.
And hence, we employ our own consistent data-
base, starting from 1961 to 2016. But some data
of Taiwan such as intelligent investment are
not available before 1981. Consequently, the
observation period runs from 1981 to 2010 in
this paper. For period comparison, we further
divide it into four subperiods such as 1981e90,

1990e99, 1999e2007, and 2007e10. The data of
factor input and output were compiled as
follows:

7.3.2.1 Capital input

Capital input can be decomposed into seven
categories: (1) buildings (K1), (2) other buildings
(K2), (3) transportation equipment (K3), (4) ma-
chineries (K4), (5) inventory (K5), (6) land (K6),
and (7) intelligent investment (K7). Except for
land, the time-series capital stock in 1961e2010
is calculated by adding up the net capital forma-
tion, which is the difference between the gross
capital formation and the depreciation, starting
from 1951dthe beginning year of the National
Income Account in Taiwan. The gross capital for-
mation during 1951e2010 comes from the
DGBAS; the types of depreciation are compiled
by employing the constant rate depreciation
method and the asset lives listed in the National
Wealth Census.

This method implicitly assumes that no net
capital stock existed before 1951. Since the obser-
vation period of this paper runs from 1981 to
1990, the above assumption is not so restricted.
Because even if net capital stock before 1951 is
not zero, it will close to zero by 1981. The time-
series land data come from the Industrial and
Commercial Census in every 5 years by applying
interpolation/extrapolation method. We then
used the data on various types of capital stock
obtained from the National Wealth Census in
1988, DGBAS as a reference to adjust the time-
series capital stock aforementioned.

The types of capital service price are compiled
by using the following equation from Christen-
sen and Jorgenson (1970, 1969):

Pki ¼
1� mðTÞ,ZiðTÞ

1� mðTÞ ½PIiðT � 1Þ,ð1� mðTÞÞ,RrðTÞ þ di,PIiðTÞ � ðPIiðTÞ � PIiðT � 1ÞÞ�

þPIiðTÞ,siðTÞ; ði ¼ 1; 2; 3; 4;Þ
(7.14)
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where

m (T): The effective business income tax rate;
Zi(T): The present value of depreciation
deducted for tax purposes on a dollar’s
investment in capital i;
PIi(T): The price index of gross investment in
relation to capital i;
di: The depreciation rate in relation to capital i;
ti(T): The property tax rate for capital i; and
Rr(T): The rate of return for all types of
capital.

The effective business income tax rate is the
ratio of business income tax divided by the total
profit of all sectors. The data on business income
tax come from the Yearbook of the Ministry of
Finance. The total profit (excluding interest and
rent) is taken from the National Income Account.

By using the constant rate of depreciation
method, the present value of deductions in rela-
tion to a dollar of investment goods, i, is calcu-
lated by means of the following equations:

di þ 1�
�
si
ci

� 1
Ni ðgiven si ¼ 0:1ciÞ

ZiðTÞ ¼
X"

ð1� diÞNi�1,di

ð1þ rÞNi

# (7.15)

where

N: The time span of investment goods i,
di: The constant rate of depreciation of capital
i,
r: The 1-year prime rate,
ci: The cost of investment goods i, and
Si: The remaining value of investment goods i.

The data on Ni and r come from the National
Wealth Census (1988) and Financial Statistics
Monthly, respectively.

The deflator in relation to capital i is the quo-
tient of the gross capital formation at current pri-
ces and the gross capital formation at constant
2011 prices. Both of these are provided by the
Statistics Bureau of the DGBAS. Based on the
corresponding tax code, tax rates for property
(ti(T)), buildings (K1), and other buildings (K2)
are assumed to be 3.0 percent. That for land
(K6) is assumed to be 1.5 percent. No property
tax is levied on machineries (K4), inventory
(K5), and intelligent investment (K7).

The property tax rate with regard to the trans-
portation equipment (K3) is calculated as:

The internal rate of return (Rr (T)) is calcu-
lated by:

K3 ¼ The license revenue formobile cars
K3 at current prices � the value of the transportation equipment of all residents

(7.16)

RrðTÞ ¼
PC� P6

i¼ 1

�
1� mðTÞ,ZiðTÞ

1� mðTÞ ,ðdPIiðTÞ � PIiðTÞÞ
�
,Ki

P6
i¼ 1

ð1� mðTÞ,ZiðTÞÞ,PIiðT � 1Þ,KiðT � 1Þ
(7.17)
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Where PC denotes the property compensation,
which is the sum of rent, interest, and profit
depreciation, and is equal to the summation of
the products of Ki and Pk:

PC ¼
X4
i¼ 1

P Ki $ K i ðT � 1Þ (7.18)

Since the production of unpaid workers tends
to be omitted from the survey of National In-
come and Product Accounts, especially in agri-
culture or in the quarrying industries and so
on, we adjust and calculate this value by using
the InputeOutput Table for various years (i.e.,
1976, 1978, 1986, 1991, 1996, 2001, 2006, and
2011).

We interpolate and extrapolate the inpute
output tables to obtain the time series SK and
SL for adjusting the SK and SL series obtained
from the National Income Account. Besides, the
data of intelligent investment are also coming
from DGBAS. We compile the nominal value
and real value of intelligent investment for
each industrial sectors and then calculating the
deflator of intelligent investment. Furthermore,
the beginning year of intelligent investment is
1981 and the depreciation period is 11 years, fol-
lowed by DGBAS. And hence we also adopt per-
petual inventory method and calibrate by using
Industry, Commerce, and Service Census in
2011.

7.3.2.2 Labor input

72 categories of labor are classified on the ba-
sis of:

Wages and labor inputs on the basis of 72 cat-
egories during 1981e2010 are compiled from the
magnetic tape of the Manpower Survey,
DGBAS; total employment is from Manpower
Survey, DGBAS, and wage comes from Labor
product and Wage Monthly, DGBAS. We further
incorporate the data of working hour during
1981e2010 into the labor input estimation.

7.3.2.3 Energy input

Energy input consists of coal, oil products,
natural gas, and electricity. We calculated the
translog index of energy. For this, we needed
annual data on quantities and prices of types of
energy. Although inputeoutput tables are use-
ful, they are not provided for each year. More-
over, there are no annual data on inputeoutput
tables in constant prices. Consequently, we
used other data sources instead. The quantities
of energy consumed are available in Energy Bal-
ance in Taiwan, ROC, issued by the Energy Com-
mission, MOEA. Cost shares of types of energy
are calculated by using the energy consumption
data mentioned above and the data on prices of
types of energy. The price of coal products con-
sists of three types of coal and coke and comes
from Commodity Price Monthly DGBAS, and
ImporteExport Trade Monthly, MOF. The price
of coal gas is imputed as 5/9 of the natural gas

a. Sex (a) Male
(b) Female

b. Employment
status

(a) Employed

(b) Self-employed and/or unpaid
family worker

dcont'd

C. Age (a) 15e24
(b) 25e34
(c) 35e44
(d) 45e54
(e) 55e64
(f) Over 65

D. Education (a) Junior high school graduate
or less

(b) Senior or vocational high
school graduate

(c) College graduate and above
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price. The data on prices of natural gas and oil
products are obtained from the Chinese Petroleum
Corporation and Energy Yearbook, Energy Bureau.

7.3.2.4 Intermediate input

The intermediate inputs are split into five cat-
egories: agricultural, industrial, transportation,
services, and imports intermediate input. First
of all, the value and value share of intermediate
input as a whole comes from the National Income
Account. Since the data on intermediate input in
the National Income Account include energy
input, we subtract the value of energy input
from the value of intermediate input. The value
of each detailed intermediate input (at current
prices) is the product of multiplying value share
of each intermediate input sMl by the value of to-
tal intermediate input Ml. Besides, the value of
each intermediate input with constant prices is
produced by deflating the value of each interme-
diate input with a corresponding deflator.
Furthermore, the intermediate input deflator of
agricultural, industrial, transportation, and ser-
vices is obtained from DGBAS, and the imports
intermediate input deflator comes from Ministry
of Finance.

7.3.2.5 Real value added and total output

The time series of total output and value
added at nominal prices during 1981e2010
come from the DGBAS. In addition, the real
value added of ICT industries are calculated by
DGBAS which used the chain-type price index
that considered the quality adjustment, i.e., he-
donic price. However, DGBAS did not publish
the chain-type hedonic price index of total
output, and hence we firstly adopted the method
of regression to fit the relationship between price
index of total output and value added without
quality adjustment; then we took chain-type he-
donic price index of value added as explain var-
iable to find the chain-type hedonic price index
of total output. Real total output and real value
added of ICT industries are calculated by nomi-
nal total output and nominal value added

deflated with hedonic total output deflator and
hedonic value added deflator.

7.3.3 Data compilation of other
countries

The data of total output, capital input, labor
input, and intermediate input (including energy
intermediate input and nonenergy intermediate
input) and growth rate of TFP in China, Japan,
Korea, and the United States are obtained from
World KLEMSDatabase, Asia KLEMS Database,
EU KLEMS Database, China Industrial Produc-
tivity Database 3.0, and JIP Database 2015. The
relative TFP level of ICT industries adjusted
with purchasing power parity in 1995, which
are employed to measure the “TFP gap” among
five countries during 1995e2010, comes from
Motohashi (2007).

7.4 Empirical Results

7.4.1 The growth rate of total output in
ICT industries during 1981e2010

According to the database of World KLEMS,
Asia KLEMS, and China Industrial Productivity
Database, the total output value of ICT industry
in the Japan, Korea, Taiwan, China, and United
States were 467.5 billion, 321.4 billion, 240.5
billion, 896.7 billion, and USD 490.5 billion,
respectively, in 2010.

Table 7.1 presents the international compari-
son on growth rate of total output (Q), various
inputs, and TFP. From row 1, Table 7.1, the
following important conclusions emerge:

(1) China had the highest growth rate in total
output (Q) during 1981e2010 among five
countries (24.1 percent). Korea ranked next
(16.7 percent), followed by Taiwan (13.1
percent), the United States (7.5 percent), and
Japan (6.1 percent) (see row 1, Table 7.1).

(2) The United States’ growth rate of total output
had peaked since 1999. It dropped to �0.5
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TABLE 7.1 An international comparison on growth rate of total output, capital, labor, intermediate input, and TFP by country, 1981e2010.

1981e2010 1981e90 1990e99 1999e2007 2007e10

Taiwan Korea Japan China US Taiwan Korea Japan China US Taiwan Korea Japan China US Taiwan Korea Japan China US Taiwan Korea Japan China US

Q 13.1 16.7 6.1 24.1 7.5 13.6 20.9 12.9 20.3 7.1 15.0 13.8 4.1 31.9 14.0 12.2 16.5 5.6 24.3 4.0 8.4 13.7 �11.0 13.1 �0.5

K 15.5 13.2 7.4 17.0 4.8 14.8 16.8 14.2 11.8 6.5 20.7 9.5 4.7 17.8 7.6 16.5 15.4 4.7 21.6 1.6 1.0 8.2 0.9 18.8 0.0

L 6.0 3.9 0.6 8.2 �1.2 8.4 11.3 4.8 5.5 0.6 5.2 �1.0 �0.6 7.7 �0.3 5.3 1.2 �0.3 11.8 �3.4 3.3 4.6 �8.4 8.6 �3.5

M 12.3 16.7 3.9 24.9 1.3 14.7 20.5 10.0 21.1 4.0 14.3 13.4 2.8 32.7 9.7 10.0 17.1 2.4 25.3 �4.2 5.2 14.4 �10.7 13.5 �14.8

TFP 1.2 2.0 2.6 2 6.2 �0.2 1.6 2.7 2.6 3.8 0.9 3.2 1.3 3.2 6.7 2.7 1.3 3.6 0.7 7.4 2.4 1.1 3.7 �0.2 8.3

TFP, total factor productivity.
Unit: percent.
Source: Database of World KLEMS and Asia KLEMS, calculated by this paper.



percent per annum during 2007e10 (see row
1, Table 7.1).

(3) Japan’s deceleration came even earlier. It
started from 1990. It fell to growth rate of 0.5
percent during 2007e10 (see row 1,
Table 7.1).

7.4.2 The growth rate of capital (K),
labor (L), and intermediate input (M) in
ICT industries during 1981e2010

From row 2 to row 4 of Table 7.1, we
concluded that:

(1) China had the highest growth rate of capital
input (17 percent) during 1981e2010. The
followings were Taiwan (15.5 percent),
Korea (13.2 percent), Japan (7.4 percent), and
the United States (4.8 percent) (see row 2,
Table 7.1).

(2) It is worth of noting that the capital input
growth rate of the above five countries are
fell sharply during 2007e10, owing to
Financial Tsunami (see row 2, Table 7.1).

(3) Comparing with the growth rate of capital
input, the labor input growth rate in all
countries was lower except China. China
was the country with the highest annual
growth rate of 8.2 percent in labor input
during 1981e2010, followed by Taiwan
(6.0 percent), Korea (3.9 percent), Japan
(0.6 percent), and the United States (�1.2
percent) (see row 3, Table 7.1).

(4) It is noted that the labor input of Japan and
the United States registered negative growth
since the subperiod of 1990e99. The labor
input of ICT decreases to 1.3 percent per
annum and 2.2 percent per annum,
respectively, in Japan and the United States
during 1990e2010 (see row 3, Table 7.1).

(5) Japan and the United States’ intermediate
input grew with a pace of 3.9 percent per
annum and 1.3 percent per annum,
respectively, during 1981e2010 (see row 4,
Table 7.1).

(6) Compared with Japan and the United States,
China, Korea, and Taiwan had much higher
growth rate in intermediate input during
1981e2010. China and Korea grew with a
pace of 24.9 percent per annum and 16.7
percent per annum, respectively, in
intermediate input, while Taiwan increased
with a 12.3 percent annually (see row 4,
Table 7.1).

Compared with the growth rate of subperiods
during 1981e2010, all of the five countries decel-
erated in intermediate inputs growth. The
annual growth rate of intermediate input in
Taiwan, Korea, and China decreased from 14.7
percent, 20.5 percent, and 21.1 percent, respec-
tively, during 1981e90 to 5.2 percent, 14.4
percent, and 13.5 percent, respectively, during
2007e10. That of Japan and the United States
sharply declined from 10 percent and 4.0 percent
during 1981e90 to �10.7 percent and �14.8
percent during 2007e10 (see row 4, Table 7.1).

7.4.3 The growth rate of total factor
productivity during 1981e2010

From row 5 of Tables 7.1 and 7.2, the
following important conclusions emerge:

(1) For the whole observation period
(1981e2010), the United States had the
highest TFP growth of 6.2 percent per
annum, followed by Japan (2.6 percent),
Korea (2.0 percent), China (2.0 percent), and
Taiwan (1.2 percent) (see row 5, Table 7.1).

(2) Comparing with the growth rate of
subperiods, we found that TFP growth of the
United States and Taiwan had accelerated
during 1981e2010. The annual TFP growth
rate of the United States increased from 3.8
percent during 1981e90 to 8.3 percent
during 2007e10, and that of Taiwan and
Japan increased from �0.2 percent and 2.7
percent, respectively, during 1981e90 to 2.4
percent and 3.7 percent, respectively, during
2007e10 (see row 5, Table 7.1).
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TABLE 7.2 The relative contribution ratio of capital, labor, intermediate input, and TFP to total output growth by country, 1981e2010.

1981e2010 1981e90 1990e99 1999e2007 2007e10

Taiwan Korea Japan China US Taiwan Korea Japan China US Taiwan Korea Japan China US Taiwan Korea Japan China US Taiwan Korea Japan China US

Q 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100

K 12.7 10.3 11.3 7.4 7.6 8.6 9.4 9.6 5.5 7.7 13.2 8.7 14.2 8.2 6.1 17.0 13.9 11.3 7.9 4.6 2.1 7.7 6.0 7.9 �0.1

L 6.6 3.0 3.8 4.5 �5.0 12.4 7.9 10.3 5.4 2.7 4.8 �1.0 �4.3 2.5 �0.7 4.7 0.8 �1.1 4.8 �24.7 3.2 3.4 �115 7.2 215.0

M 70.1 74.1 41.5 78.7 9.8 82.2 72.3 61.8 73.6 33.3 72.0 71.5 62.1 76.4 42.5 61.2 76.5 22.6 84.6 �62.0 42.2 81.4 �986 85.7 1206.7

TFP 9.3 13.0 43.4 9.4 87.9 �4.3 9.1 18.2 15.6 56.1 8.9 24.0 28.0 12.8 52.0 15.8 8.9 69.5 2.8 182.5 48.8 9.1 1195 �0.8 �1326.3

Unit: percent.
TFP, total factor productivity.
Source: Database of World KLEMS and Asia KLEMS, calculated by this paper.



(3) In contrast, Korea and China had a trend of
deceleration in the TFP growth. The annual
TFP growth rate of Korea and China
declined from 1.6 percent and 2.6 percent,
respectively, during 1981e90 to 1.1 percent
and �0.2 percent, respectively, during
2007e10 (see row 5, Table 7.1).

7.4.4 The sources of total output growth

Table 7.2 presents the relative contribution ra-
tio of capital input, labor input, and intermediate
input to total output growth, respectively, in ICT
industries during 1981e2010. Table 7.2 is cali-
brated from Table 7.1. From Table 7.2, we
concluded that:

(1) The relative contribution ratio of capital
input to total output growth during
1981e2010, Taiwan ranked the first (13.0
percent), while Japan (11.64 percent) ranked
the second. Korea, the United States, and
China ranked the third (10.25 percent), the
fourth (7.57 percent), and the fifth (7.4
percent), respectively (see row 2, Table 7.2).

(2) The relative contribution ratio of labor input
to total output growth, all of the five
countries were lower than 7.0 percent during
1981e2010. Taiwan was 6.7 percent,
followed by China (4.5 percent), Korea (3.0
percent), Japan (2.5 percent), and the United
States (�5.0 percent) (see row 3, Table 7.2).

(3) The relative contribution ratio of
intermediate input to total output was very
high in China (78.7 percent), Korea (74.06
percent), and Taiwan (72.87 percent) during
1981e2010. Conversely, that of Japan and
the United States were 43.43 percent and 9.8
percent, respectively (see row 4, Table 7.2).

(4) During 1981e2010, the relative contribution
ratio of TFP to total output growth was the
greatest in the United States (87.9 percent);
Japan ranked the second (43.4 percent),
followed by Korea (13.0 percent), China (9.4
percent), and Taiwan (9.3 percent) (see row
5, Table 7.2). It implies that the growth of

Korea, China, and Taiwan was input driven,
while that of the United States and Japanwas
“TFP driven” during 1981e2010.

(5) However, the relative contribution ratio of
TFP to total output increased in Japan, the
United States, and Taiwan, while it
decreased in China and Korea during
2007e10. For example, the relative
contribution ratio of TFP to total output
growth in Taiwan increased from �4.3
percent during 1981e90 to 48.8 percent
during 2007e10 (see row 5, Table 7.2).

7.4.5 The measurement of relative total
factor productivity gap

We refer to Motohashi (2007) and the TFP
growth rate in Table 7.1 to measure the relative
TFP gap among Japan, Korea, Taiwan, China,
and the United States. The findings are as follows.

(1) Due to various TFP growths among
countries, the TFP gap in ICT industry
between the United States and the rest of
four countries got wider during 1995e2010
(see Fig. 7.1).

(2) The relative TFP level of Japan, Korea,
Taiwan, China, and the United States were 1,
0.76, 0.79, 0.68, and 0.93, respectively, in 1995.
However, due to the different growth rate of
TFP among five countries, the relative TFP
level of Japan, Korea, Taiwan, China, and the
United States were 1.56, 0.99, 1.03, 0.78, and
2.87, respectively in 2010 (see Fig. 7.1).

(3) And the TFP gap in ICT industry between
Korea, Taiwan, and Japan got wider during
2003e07 and slightly narrowed during
2008e09 but gradually got wider after 2010
(see Fig. 7.1).

(4) The TFP gap in ICT industry between Korea
and Taiwan gotwider during 1995e2004 and
gradually narrowed after 2005 (see Fig. 7.1).

(5) The TFP gap in ICT industry between China
and other four countries got wider after 2005
(see Fig. 7.1).
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The above findings imply that China
Manufacturing 2025 might not pose threat to
the United States under the trade war because
of the wider TFP gap between China and the
United States.

7.4.6 TFP gap, value-added ratio and
R&D expense in total output value

Comparing to the United States and Japan,
China, Taiwan, and Korea had lower relative
TFP level (see Fig. 7.1). It might lead to lower
value-added ratio in China, Taiwan, and Korea,
compared to that of the United States and Japan.
The value-added ratio of ICT industry in China,
Taiwan, and Korea were 16.53 percent, 20.55
percent, and 22.7 percent, respectively, in 2010.
In contrast, that of Japan and the United States
were 34.53 percent and 62.98 percent, respec-
tively (see Fig. 7.2). Low value-added industry
implies low profit, low wage, low competive-
ness, and low contribution to the economic
growth. And vice versa.

Why relative TFP level of ICT industry is
different among the United States, Japan, Korea,
Taiwan, and China is worthwhile to study
further. Stiroh (2002) pointed out that TFP is
driven by noninput factors such as technological
progress that are not tied to explicit input usage.
According to Liang (2009), Taiwan’s TFP
changes for the whole economy were affected
by R&D, and the other factors such as foreign
direct investment (FDI), infrastructure, exchange
rate, wage rate, industrial policy, and so on.
Biber (2017) also pointed out that “R&D invest-
ments have an increasing effect on total factor
productivity and the increase in the quality of la-
bor capital and ICT capital, which includes tech-
nology, is the source of the increase in TFP”.
Besides, some studies discussed the causality
relationship between R&D/patents and TFP/
TFP growth. Rouvinen (2002) constructed a
model based on the standard CobbeDouglas
production function and complemented a vari-
able of knowledge stock which is accumulated
through current and past R&D investments to

FIGURE 7.1 Trend of relative total factor productivity (TFP) level by country during 1995e2010. Source: Database of World
KLEMS and Asia KLEMS, Motohashi (2007), calculated by this paper.
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understand the causality relationship between
R&D and TFP crossed 12 Organisation for Eco-
nomic Co-operation and Development (OECD)
countries. The results suggested that R&D causes
productivity but not vice versa. Westmore (2013)
used panel regression techniques to test the rela-
tionship between innovation indicators which
proxied by R&D expenditure and the number
of new patents and multifactor productivity
(MFP) growth across 19 OECD countries. The
result established an empirical link between
R&D/patents between MFP growth. The author
also showed that innovation-specific policies
such as R&D tax incentives were successful in
encouraging the innovative activities associated
with higher productivity growth but no evi-
dence of a direct effect of such policies on aggre-
gate productivity growth could be found. Singh
and Trieu (1996) used the production function of
CobbeDouglas and to analyze the effects of dis-
aggregated R&D investment expenditures on
productivity growth for Japan, Korea, and
Taiwan. The result showed that there was evi-
dence that R&D expenditures in Japan, South

Korea, and Taiwan had a positive impact on
TFP growth. Lu et al. (2006) adopted panel
data of Taiwanese electronics firms to investigate
the Granger causality relationship between R&D
and productivity growth. They indicated that all
variables in the model are stationary and that
R&D stock and R&D spatial spillovers Granger
cause productivity growth. Cardarelli and
Lusinyan (2015) discussed the reason of TFP
slowdown in the United States during the mid-
2000s. They focused on whether the variation
of TFP growth across US states can be associated
with cross-state variation in education, R&D and
innovation, infrastructure, tax policies, and other
institutional and regulatory characteristics. The
authors found some support for a positive
impact of both business R&D expenditure and
government R&D spending to TFP growth
which confirmed the most findings that invest-
ment in R&D/innovation was an important fac-
tor associated with TFP growth. Boeing et al.
(2016) analyzed the relationship between
R&D/amount of patent applications and TFP
in China by firm level with different ownership

FIGURE 7.2 Value-added ratio of information and communications technology (ICT) industry.Note: the value of Japan
is 2009, the data of Korea is 2015 and the data of China was estimated by this paper. Source: OECD.stat and CIP database, calcu-
lated by this paper.
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types. They pointed out that privately owned en-
terprises generally yield higher benefits from
R&D efforts and the strongly increasing amount
of patent applications does not directly translate
into increasing productivity which may be
because economic policy of China puts much
more emphasis on quantity instead of quality.
Cui and Li (2016) examined the relationship be-
tween productivity and innovation by using
manufacturers’ patent data of the United States.
The innovation was proxied by the number of
patents. They found TFP was positively corre-
lated with the number of patents granted and
the number of citations per granted patent that
according with previous studies.

To sum up, most literatures had showed that
the R&D has positive relation with TFP and was
also a main factor to drive the growth of TFP so it
was worthy to understand the R&D expense and
number of patents to distinguish the ICT TFP
growth among Japan, Korea, Taiwan, China,

and the United States. International comparison
on R&D expense of ICT industry in total output
is presented in Fig. 7.3. From Fig. 7.3, we found
that lower R&D expense might lead to lower
TFP in China, Taiwan, and Korea, compared to
that of the United States and Japan. The R&D
expense in total output of ICT industry in China,
Taiwan, and Korea were 3.23 percent, 3.45
percent, and 4.64 percent, respectively in 2010.
Conversely, that of the United States and Japan
were 13.22 percent and 7.77 percent,
respectively.

The number of patents might provide another
clue. We compare the number of ICT patents of
Computer and Electronic Products4 and Electri-
cal Equipment, Appliances, and Components5

granted by US Patent and Trademark Office
(USPTO) during 2008e12. The number of pat-
ents granted of the United States and Japan
were 99,757 and 51,589, respectively, surpassing
that of Korea (15,791), Taiwan (15,068), and

FIGURE 7.3 Average R&D expense in total output value of information and communications technology (ICT) industry
by country during 2008, 2010, and 2016. Note: the data of Korea is 2015. Source: OECD.stat and CIP database, calculated by this
paper.

4 NAICS (North American Industry Classification System, NAICS) Classification is 334.
5 NAICS Classification is 335.
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China (5365). In addition, we could also observe
the efficiency through an indicator of patents
granted divided by total output. The number of
patents granted divided by total output of the
United States and Japan were 203.9 and 115.6,

respectively, surpassing that of Taiwan (64.9),
Korea (54.3), and China (7.7) (see Figs. 7.4 and
7.5). It might result in that the difference of
competitiveness in ICT industries among five
countries.

FIGURE 7.4 Total patents granted during 2008e12 by country. Source: U.S. Patent and Trademark Office, calculated by this
paper.

FIGURE 7.5 Total patents granted divided by total output during 2008e12 by country. Source: U.S. Patent and Trademark
Office, calculated by this paper.

7. An international comparison on TFP changes132



Not only the number of patents granted was
lower but also the nature or contents of patents
within Taiwan, Korea, and China were lower,
compared to that of Japan and the United States.
For instance, NACS (2014) pointed out that the
ICT output of Taiwan was mainly based on orig-
inal equipment manufacture (OEM), and the pat-
ents were mainly concentrated in processing
instead of new products so that the impact factor
or quality of patent was low.

Some literatures also mentioned other factors
that will affect TFP growth. According to Samimi
and Arab (2011) and Biber (2017), FDI, trade
flows, technology transfer, the degree of protec-
tion of intellectual property rights (IPRs), and in-
vestment in ICT will also affect TFP growth. In
addition, Díaz et al. (2015) maintained that pub-
lic policies should jointly promote ICT use to
improve the TFP of firms. Chou et al. (2014)
empirically explore the relationship between IT
(information technology) and TFP to show that
IT enhances TFP through IT-induced external-
ities and IT-leveraged innovations. They indicate
that TFP can be a competitive advantage that
benefits from IT-leveraged innovations.

Furthermore, IPRs were also an vital mecha-
nism to protect and elevate the competitiveness
of ICT industries. ICT industries were among
the most dynamic and innovative segments of
modern economies, and they used IPRs inten-
sively. Advanced ICT firms could learn to use
IPR to protect their research investments and
defend their competitiveness in global supply
chains and maintain industrial status. ICT indus-
try was a key pillar for developing countries
such as China, Korea, and Taiwan. The protec-
tion of IPR rights should not only be an impor-
tant part of business strategy but also avoiding
trade conflict within countries.

7.4.7 An implication to the USeChina
trade war

Aforementioned, TFP gap between China and
other four countries, especially the United States,

had gotten wider during 1995 to 2010. Although
the TFP data of the four countries are not avail-
able after 2010, the data of the R&D expense in
total output value and value-added ratio might
provide clues for the TFP gap among the four
countries after 2010.

In general, higher TFP might result from
higher R&D expense in total output value.
However, we found that China’s R&D expense
in total output value of the ICT industry was
1.83 percent in 2016. It was much lower than
that of the four countries, i.e., Taiwan 4.76
percent, Korea 6.77 percent, Japan 7.75 percent,
and the United States 15.82 percent. Further-
more, China’s R&D expense in total output value
of the ICT industry in 2016, i.e., 1.83 percent, was
lower than that of 2010 (3.23 percent) (see Figs
7.3). On the contrary, the R&D expense in total
output value of the other three countries in
2016 was higher than that in 2010, with the
exception of Japan (also see Figs 7.3).

Moreover, as mentioned before, higher TFP
generally will lead to higher value-added ratio.
Compared with that in 2010, the value-added
ratio of four countries was all higher in 2016
except China (see Figs 7.2).

From the above two clues, we conclude that
the TFP gap between China and other three
countries was by no means narrowing even after
2010. Therefore, we maintain that the China’s
TFP in ICT industry is still lagged behind the
other three countries, especially the United
States, up to recent year. And hence the technol-
ogy threat of China to the United States which is
a hardcore of the USeChina trade war might be
unfounded.

7.5 Conclusion and suggestion

The objective of this paper is: (1) to measure
the TFP growth and analyze the sources of ICT
growth in Taiwan during 1981e2010; (2) to
compare the sources of growth and TFP growth
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of ICT industry among Japan, Korea, Taiwan,
China, and the United States, and (3) to measure
the “TFP gap” of ICT industry among the above
five countries. The result also shed some light on
the issue of whether the China Manufacturing
2025 posed threat to the United States or not un-
der the trade war between China and the United
States.

The major findings and conclusions are:

1) The annual growth rate of ICT total output
in China, Korea, and Taiwan were 24.1
percent, 16.7 percent, and 13.1 percent,
respectively, during 1981e2010, while that
of the United States and Japan were 7.5
percent and 6.1 percent, respectively, in the
same period.

2) The TFP growth rate of ICT industry in the
United States, Japan, Korea, Taiwan, and
China were 6.2 percent, 2.6 percent, 2
percent, 1.2 percent, and 2 percent per year,
respectively, during 1981e2010.

3) The relative contribution ratio of TFP of ICT
industry in United States, Japan, Korea,
China, and Taiwan were 87.9 percent, 43.4
percent, 13.0 percent, 9.4 percent, and 9.3
percent, respectively, during 1981e2010.
The growth of the United States and Japan
were TFP driven, while that of Korea, China,
and Taiwan were input driven in ICT
industry during 1981e2010.

4) It is worth noting that contrast with Korea,
Taiwan’s relative contribution ratio of TFP
to total output accelerated during the
latest period of 2007e10, becoming the
second largest contributor to total output
growth.

5) The TFP gap in ICT industry between the
United States and the rest of four countries
got wider during 1995e2010.

6) Japan’s TFP level continued to lead Korea,
Taiwan, and China during 1995e2010.

7) The TFP gap in ICT industry between Korea
and Taiwan got wider during 1995e2004,
while it remarkably narrowed after 2004.

8) China had the lowest TFP level among five
countries. The TFP gap in ICT industry
between China and other four countries got
wider after 2001.

9) From (5), (8) and the clues of comparison on
the data of the R&D expense in total output
value and value-added ratio among four
countries in recent years, the China’s TFP in
ICT industry is still lagged behind the other
three countries especially the United State
up to recent year. And hence the technology
threat of China to the United States which is
a hardcore of US-China trade war might be
unfounded.

10) Lower R&D expense and lower number and
quality of patents might lead to lower TFP
growth in Taiwan, Korea, and China in ICT
industry, compared to that of the United
States and Japan during 1981e2010.

It is suggested that the governments should
encourage R&D in ICT industries and promote
ICT application, technology transfer, FDI, and
IPR protection in particular for avoiding trade
conflict.
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8.1 Introduction

China’s persistent slowdown in GDP growth
following the global financial crisis (GFC) in
2008 has heated up the long debate about the
sustainability of the China model of growth.
Despite the government’s unprecedented fiscal
andmonetary stimulus measures, the official sta-
tistics, though often critically questioned for
exaggerating the real growth performance espe-
cially at the time of crisis (Maddison and Wu,
2008; Wu, 2013, 2014a,b), show that China has
more than halved its growth pace from an
annual average of 13.5% over the period
2005e07, or during its post-WTO (World Trade
Organization) heydays, to 6.5% over the period
2015e17 (NBS, 2018). How to properly explain
such a decade-long and substantial steam loss

in the engine of the Chinese economy? Is it
caused by inactive government (ironically a
consequence of the on-going anticorruption
campaign), insufficient (imperfect) market,
deceleration of potential growth, or some combi-
nation of these factors? A productivity analysis is
important to understanding the problem in gen-
eral because these factors should have inevitably
affected business performances of enterprises,
hence the whole economy.

8.1.1 Why haven’t we learned much
from the literature?

We have learned little from the vast literature
on China’s postreform productivity performance
using the aggregate production function (APF)
growth accounting approach (i.e., taking the

* I thank Barbara Fraumeni as well as participants at the 35th IARIW general conference and seminars at NSD of
Peking University and SEM of Tsinghua University for helpful comments and suggestions. What reported in this
paper are still interim results of CIP/KLEMS Database Project supported by RIETI’s Asian Industrial Productivity
Program and IER of Hitotsubashi University. I am very much grateful for excellent research support of Zhan Li,
David T. Liang, and George G. Zhang with the revision and update of the CIP 3.0 data (see the data section for
details). The usual claims apply.
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national GDP growth as the numerator). This is
mainly because the available estimates are often
distinctly different and even contradictory1;
therefore without the details of the performance
of industries, it is impossible to judge the reli-
ability of the estimates. For example, for the early
reform period from the late 1970s to the early
1990s, the available estimates of China’s TFP
growth rate range from between 1.0 and 1.5%
per annum (Woo, 1998; Young, 2003) to around
4% per annum (Borensztein and Ostry, 1996; Bos-
worth and Collins, 2003; Fan et al., 1999; Hu and
Khan, 1997). For the later period prior to GFC, it
also remains inconclusive. While Bosworth and
Collins (2008) showed that China’s TFP growth
maintained at 3.9% per annum during
1993e2004, Perkins and Rawski (2008) showed
that it declined from 6.7% per annum during
1990e95 to about 3% per annum in 1995e2005.
Yet, Brandt and Zhu (2010) suggested an opposite
trend from 3.1% per annum in 1988e98 to 4.3%
per annum over 1998e2007. On the other hand,
empirical studies using parametric approaches
are not better alternatives because they could
only provide average estimates of the potential
productivity growth for certain (long-enough)
period, subject to some imposed functional forms.

As commented in Jorgenson et al. (2005), the
APF tradition is subject to rather stringent as-
sumptions. It assumes that for all (underlying)
industries “value-added functions exist and are
identical across industries up to a scalar multi-
ple” and “the aggregation of heterogeneous
types of capital and labor must receive the
same price in each industry” Obviously, in the
case of China, institutional deficiencies and
growth-motivated government interventions

have caused severe misallocation of resources
(Hsieh and Klenow, 2009). In my 2016 paper, I
emphasized that to analyze China’s aggregate
productivity performance in the light of the
role of government, it is essential to have an in-
dustry perspective because state interventions
are often made through industry-specific pol-
icies, and “upstream” industries (those deliv-
ering intermediate goods and services such as
energy and telecommunications) that are tar-
geted by industrial policies will affect down-
stream industries through inputeoutput
linkages of the economy. I therefore suggested
that coherently including industries in a growth
accounting framework is the only systematic
way to test the hypothesis that government’s
heavy involvement in resource allocation may
solve the growth problem but not the efficiency
or productivity problem (Wu, 2016).

8.1.2 Toward a theoretically sound
inquiry of China’s productivity
performance

To this end, not onlydoweneedanappropriate
methodological framework that is able to system-
atically account for the contribution of individual
industries to the aggregate productivity perfor-
mance, butwe also need industry productivity ac-
counts that are integrated with the national input
and output accounts as well as capital and labor
accounts of the economy. This is basically the
KLEMS approach2 that follows in principle the
seminal work by Jorgenson and Griliches in
1967 aiming to integrate the neoclassical produc-
tion theory (Jorgenson, 1963), the growth ac-
counting methodology, and data development

1 See Y. Wu (2011) for a substantive review and a statistical assessment of existing studies and their findings.
2 KLEMS is used as an acronym for K(C)apital, Labor, Energy, Materials, and Services that are used to produce any
product. By the same token, the gross output of an industry equals its costs of “KLEMS” and the gross output of an
economy equals the sum of the costs of “KLEMS” of all industries. See O’Mahony and Timmer (2009) for an intro-
duction of the EU-KLEMS database. The on-going CIP Database Project is part of theWorld KLEMS initiative based in
the Harvard University.
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and measurement in a holistic and coherent sys-
tem. The data and measurement work is hence
very challenging and it cannot be meaningfully
done without the guidance of the theory.

Measurement-wise, this requires a constant
quality indexing of all types of the primary in-
puts (capital and labor) so that the quality
change of such inputs cannot be mistakenly
counted as TFP growth. One of the most impor-
tant consequences of such data and measure-
ment advancement is that the so-estimated TFP
change is much smaller than otherwise if the het-
erogeneity of primary inputs is ignored, and
hence it is closer to what the theory implied cost-
less source of growth (Hulten, 2001). This idea
has been consolidated by empirical studies by
Jorgenson and his associates on the postwar US
economy (e.g., Jorgenson et al., 1987), among
others. The JorgensoneGriliches approach also
means that the estimates by the alternative APF
approach cannot be true except if the quality of
inputs is the same across industries.

Cao et al. (2009) made an earlier attempt to
apply this JorgensoneGriliches approach to the
Chinese economy but suffered from some major
data deficiencies. Their estimated annual TFP
growth rate is 2.5% for the period 1982e2000,
which is somewhat the average of the estimates
obtained by the aforementioned studies using
the APF framework. However, their estimates
for subperiods are hardly acceptable. They sug-
gest an astonishing TFP deceleration from a
height of 9.1% per annum in 1982e84 to an abso-
lute drop of 0.3% per annum in 1994e2000. It is
difficult to accept that in terms of productivity
improvement, despite an unparalleled
economy-wide reform propelled by Deng’s call

for “bolder reforms” in his southern China trip
in 1992, the reform had already lost its mo-
mentum in productivity.

The other attempt to analyze China’s sources of
growth with the JorgensoneGriliches approach
has been made under my leadership. After years
of painstaking endeavors to fix data problems,
we have constructed the first KLEMS-type data-
base for the Chinese economy, that is, CIP 3.0
(China Industrial Productivity Database 3.0)
(CIP, 2015).3 This China KLEMS data set has a
full coverage of the economy with 37 sectors for
the period 1980e2010, hence for the first time
making it possible to examine China’s TFP perfor-
mance following the economic reform, covering
the period both before and after China’s WTO
participation. In my 2016 paper (Wu, 2016), using
CIP 3.0 data I applied the Jorgensonian aggregate
production possibility frontier (APPF) growth ac-
counting framework (Jorgenson, 1966) and incor-
porated it with the Domar aggregation scheme
(Domar, 1961) to account for cost heterogeneity
of inputs across industries. I obtained preliminary
estimates of sources of China’s growth including
a decomposition of China’s TFP growth into
industry-origin effect and factor reallocation ef-
fect. I showed that China achieved an average
TFP growth of 1.24% per annum for the period
1980e2010 as a whole, which is much slower
than the existing estimates in the literature and
only about half of the estimate by Cao et al. (2009).

8.1.3 Has China’s productivity really
slowed down?

My results did not support the TFP decelera-
tion in the 1990s as found in Cao et al. (2009).

3 The CIP Project began in 2010, jointly sponsored by the Research Institute of Economy, Trade and Industry (RIETI)
of Japan and the Institute of Economic Research (IER) at Hitotsubashi University. It aims to extend my China Growth
and Productivity Database Project, initiated in 1995 and heavily involved in AngusMaddison’s work on China’s post-
1949 output and productivity performance in his international comparison of output and productivity project (ICOP)
at GGDC, University of Groningen, focusing on the growth of Chinese manufacturing, mining, and utility industries
(Maddison, 1998, 2007; Maddison and Wu, 2008), to nonindustrial sectors in a KLEMS compatible framework.
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In contrast, I showed that China’s TFP growth
during the 1990s was most rapid at 1.79% per
annum compared to 1.39% in the 1980s. China’s
post-WTO period (defined as from 2001 to 2007)
appeared to have maintained a strong TFP
growth at 1.57% per annum, only a slightly
slower than that in the 1990s. Nevertheless, I
found that China’s post-WTO period was the
first time for the economy since the reform to
have recorded an enormous productivity loss
attributed to a considerable negative reallocation
effect of capital at -1.15% per annum. Such a
misallocation of capital could have wiped out
all genuine productivity gains from industries
at 0.98% per annum, if there were not a very
strong gain from labor reallocation at 1.73% per
annum (Wu, 2016: 220).

Although my results showed that China’s
TFP growth turned significantly negative in
the wake of the GFC (-1.80% per annum), the
post-GFC period 2008e10 that I covered then
was too short to substantiate such any conclu-
sion. However, it is this observation together
with the severe misallocation of capital long
before the GFC shock that has motivated the
present study. Considering the imperative
role of Chinese manufacturing in making
China the world largest manufacturing factory
at a superfast pace, in this study I will focus on
the period since the 1990s when significant ur-
ban and industrial reforms took place
following the Communist Party’s decision to
adopt a “socialist market economy” model to
carry on the reform (CCCPC, 2013), encour-
aged by Deng’s push for “bolder reforms.”
Thus, 1991 is set up as the beginning of my
investigation, just 1 year before Deng’s south-
ern China trip (to avoid setting up a time with
a major event as the base year). Skipping the
heydays of the agricultural reform in the 1980s
may help better identify the path of China’s in-
dustrial reform in terms of its productivity

performance with more reliable data available
from the 1990s.

The rest of the paper is organized as follows.
Section 8.2 introduces the Jorgensonian APPF-
Domar approach to account for the industry-
origin and resource reallocation effects on the
aggregate growth and productivity perfor-
mance. Section 8.3 introduces the CIP/China
KLEMS database with key steps in the data con-
struction. Section 8.4 introduces industry
grouping to distinguish activities of industries
by their “distance” from the market or the gov-
ernment and proposes a periodization to help
conjectures about the productivity effect of ma-
jor policy regime shifts. Section 8.5 presents
and discusses the empirical results. Finally, Sec-
tion 8.6 briefly concludes this study.

8.2 The APPF-Domar framework of
growth accounting4

The long and widely used APF approach, as
criticized in Jorgenson, Ho and Stiroh (2005:
362), implicitly assumes that for all (underlying)
industries “value-added functions exist and are
identical across industries up to a scalar multi-
ple” and that “the aggregation of heterogeneous
types of capital and labor must receive the same
price in each industry.” This is inappropriate to
address the productivity problem of the Chinese
economy where heavy government interven-
tions and institutional deficiencies have caused
severe market distortions. To better deal with
China’s productivity problem, this study adopts
Jorgenson’s APPF framework (Jorgenson, 1966)
and, following Jorgenson et al. (2005), also incor-
porates it with Domar’s aggregation scheme
(Domar, 1961). This approach not only relaxes
the stringent assumption that all industries
have the same value-added function but also

4 This section is largely based on Wu (2016).
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takes into account that industries may pay
different prices for the same factor.

This Domar aggregation scheme was intro-
duced into the APPF framework in Jorgenson
et al. (1987) to exercise direct aggregation across
industries to account for the role of American in-
dustries in changes of aggregate inputs. It was
later used in Jorgenson and Stiroh (2000), Jorgen-
son (2001), and Jorgenson et al. (2005) to quantify
the role of information technology (IT)-produc-
ing and IT-using industries in the US economy.

To simply illustrate this methodology, we can
begin with a production function where the gross
output of an industry is a function of capital, la-
bor, intermediate inputs, and the shift of the pro-
duction function indexed by time. We use
individual industries as building blocks which
allow us to explicitly trace the sources of the
aggregate productivity growth and input accu-
mulation to the underlying industries. Focusing
on an industry-level production function given
by Eq. (8.1), each industry, denoted by j, pur-
chases distinct intermediate inputs, capital, and
labor services to produce a set of products:

Yj ¼ fjðKj; Lj;Xj;TÞ (8.1)

where Y is output, K is an index of capital service
flows, L is an index of labor service flows, X is an
index of intermediate inputs (energy, materials,
and services), domestically produced and/or
imported, and T is (neutral) technological
change that is not embodied in any primary
input, that is, the change of total factor produc-
tivity (TFP). Note that all input variables are
time variant, but this is suppressed for notational
convenience.

Under the assumptions of competitive factor
markets, full input utilization, and constant
returns to scale, the growth of output can be
expressed as the cost-weighted growth of inputs
and TFP change:

D ln Yj ¼ vKj D ln Kj þ vLj D ln Lj þ vXj D ln Xj þ vTj
(8.2)

where vKj , v
L
j , and vXj are two-period averages of

the nominal cost weights of capital input, labor
input, and input of intermediate materials,

respectively, with vKj ¼
�
PK
j Kj

�.�
PY
j Yj

�
,

vLj ¼
�
PL
j Kj

�.�
PY
j Yj

�
, and vXj ¼

�
PX
j Kj

�
.�

PY
j Yj

�
. Note that under constant returns to

scale vKj þvLj þ vXj ¼ 1, which is controlled by
nominal gross output at industry level. Each
element in the right-hand side of Eq. (8.2) indi-
cates the proportion of output growth accounted
for, respectively, by the growth of capital services
(vKj D ln Kj), labor services (vLj D ln Lj), intermedi-

ate materials (vXj D ln Xj), and TFP (vTj ).
One of the advantages of Eq. (8.2) is that it

can better account for each input services by
different types. For example, it can account for
labor services provided by different types of la-
bor with specific demographic, educational,
and industrial attributes, attempted in pioneer-
ing studies by Griliches (1960), Denison (1962),
and Jorgenson and Griliches (1967). It relaxes
the usual strong assumption that treats
numbers employed or hours worked as a ho-
mogenous measure of labor input. The growth
of total labor input is thus defined as a
T€ornqvist quantity index of individual labor
types as follows:

D ln Lj ¼
X

h
vh;j D ln Hh;j (8.3a)

where D ln Hh;j indicates the growth of hours
worked by each labor type h (with specific
gender, age, and educational attainment) and
its cost weights vh;j given by two-period average
shares of each type in the nominal value of labor
compensation controlled by the labor income of
industry production accounts.

The same user-cost approach is also applied to
K and X to account for the contribution of
different types of capital asset (Zz) and intermedi-
ate input (Xx) in production with type-specific,
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two-period average cost weight defined as vk;j
and vx;j, respectively:

D ln Kj ¼
X
k

vk;jD ln Zz;j; and (8.3b)

D ln Xj ¼
X
x
vx;jD ln Xx;j (8.3c)

It should be noted that Eq. (8.2) through the
whole set of Eq. (8.3) also explicitly express the
methodological framework for the CIP
industry-level data construction that is linked
to and controlled by the national production
and income accounts. This point will be dis-
cussed again when we discuss the data issues
in the following section.

Using the value-added concept, Eq. (8.2) can
be rewritten as:

D ln Yj ¼ vVj D ln Vj þ vXj D ln Xj (8.4)

where Vj is the real value-added in j and vVj is the
nominal share of value-added in industry gross
output.

Rearranging Eqs. (8.2) and (8.4), we can derive
an expression for the sources of industry value-
added growth (i.e., measured in terms of input
contributions):

D ln Vj ¼
vKj
vVj

D ln Kj þ
vLj
vVj

D ln Lj þ
1
vVj

vTj (8.5)

Growth of aggregate value-added by the
APPF approach is expressed as weighted indus-
try value-added in a T€ornqvist index:

D ln V ¼
X
j

wjD ln Vj (8.6)

where wj is the share of industry value-added in
aggregate value-added. By combining Eqs. (8.5)
and (8.6), we can have a new expression of
aggregate value-added growth by weighted

contribution of industry capital growth, industry
labor growth, and TFP growth:

D ln Vh
X
j

wjD ln Vj

¼
X
j

 
wj

vKj
vVj

D ln Kj þ wj
vLj
vVj

D ln Lj þ wj
1
vVj

vTj

!

(8.7)

Through this new expression, we have intro-
duced the well-known Domar weights in aggre-
gation (Domar 1961), i.e., a ratio of each
industry’s share in total value-added (wj) to the
proportion of the industry’s value-added in its
gross output (vVj ).

If we maintain the assumption that capital
and labor inputs have the same marginal pro-
ductivity in all industries, we can define aggre-
gate TFP growth as:

vT h
X
j

wjD ln Vj � vKD ln K � vLD ln L (8.8)

However, this assumption is not likely to hold
in particular in the case of China as argued
above. It is therefore interesting to examine the
difference between the two measurement ap-
proaches. By subtracting Eq. (8.7) from Eq. (8.8)
and rearranging the so-derived equation, we
can actually show how the aggregate TFP
growth is attributable to the productivity perfor-
mance of individual industries and the effect of
capital and labor mobility across industries:

vT ¼
0
@X

j

wj

vVj
vTj

1
A

þ
0
@X

j

wj
vKj
vVj

Dln Kj � vKDln K

1
A

þ
0
@X

j

wj
vLj
vVj

Dln Lj � vLDln L

1
A

(8.9)
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Eq. (8.9) expresses the aggregate TFP growth,
vT, in terms of three sources: Domar-weighted
industry TFP growth, the reallocation effect of
capital across industries, and the reallocation ef-
fect of labor across industries. This Domar

weighting scheme (wj

.
vVj ), originated by

Domar (1961), plays a key role in the direct ag-
gregation across industries in the Jorgensonian
growth accounting framework.

A direct consequence of the Domar aggrega-
tion is that the weights do not sum to unity,
implying that aggregate productivity growth
can be different from the weighted average of
industry-level productivity growth. This reflects
the fact that productivity change in the produc-
tion of intermediate inputs does not only have
an own effect but in addition it leads to reduced
or increased prices in downstream industries,
and that effect accumulates through vertical links.
As elaborated by Hulten (1978), the Domar ag-
gregation establishes a consistent link between
the industry-level productivity growth and the
aggregate productivity growth. Productivity
gains of the aggregate economy may exceed
the average productivity gains across industries
because flows of intermediate inputs between in-
dustries contribute to aggregate productivity by
allowing productivity gains in successive indus-
tries to augment one another. However, the
same logic can explain productivity losses.

The next two terms of Eq. (8.9) capture the
reallocation effects of capital and labor across in-
dustries on the aggregate TFP growth, respec-
tively. The reallocation term is obtained by
subtracting cost-weighted aggregate factor input
growth from the Domar-weighted input growth
across industries. It should be noted that when
these terms are not negligible, it indicates that in-
dustries do not face the same factor costs, hence
suggesting a violation of the stringent

assumption of the widely used APF approach.
However, one should not expect a significant
reallocation effect in an economy where there is
a well-developed or fully competitive market
system. This is a very useful analytical tool for
the Chinese case where government interven-
tions in resource allocation may have caused se-
vere market distortions and thus reduced
productivity.

8.3 Major data and measurement issues

This APPF-Domar growth accounting frame-
work requires economy-wide industry-level pro-
ductivity accounts that are coherently integrated
with the national accounts of outputs and inputs.
The CIP Database 3.0 is the first of its kind that
offers such systematic productivity accounts for
the Chinese economy (CIP, 2015).5 It has a full
coverage of the economy with 37 industries for
the period 1980e2010. This CIP database is
further revised and updated to 2016 for the pre-
sent study in order to more sufficiently compare
China’s post-GFC growth and productivity per-
formance with that of the pre-GFC period. It
should be, however, noted that my revision
and updating for this study are still preliminary
and subject to further changes when new inpute
output accounts are available. In what follows, I
shall briefly introduce the key procedures in the
construction of CIP 3.0 database while summari-
zing the recent revision and extension of the
data.

8.3.1 How is the CIP database related to
official statistics?

Before we proceed further it is necessary to
emphasize the basic source-data rule that

5 See Wu and Ito (2015), Wu, Yue and Zhang (2015) (also Wu and Yue, 2012), and Wu (2015) for the construction of
output and prices, labor quantitative and compensation matrices, and capital stock and services, respectively.
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governs the construction of the CIP database.
That is, the CIP Project in principle does not chal-
lenge the national aggregates of major input or
output variables reported in official statistics. Af-
ter necessary adjustments for inconsistencies in
concept, coverage, and classification in line
with the KLEMS principles, such aggregates
are used as “control totals” to confine the data
construction (filling gaps and repairing broken
series etc.) at subnational levels so that the (un-
derlying) coherence between the national aggre-
gates and the values of subnational levels is
maintained. In this sense, the industry produc-
tivity accounts provided by the CIP database
are essentially reconstructed official accounts
rather than alternative accounts that are inde-
pendent of the official accounts.

This point is particularly important when
considering that Chinese official data may
contain severe flaws caused by methodological
deficiencies and political incentives as found
and discussed in the literature such as byMaddi-
son and Wu (2008) and Wu (2013, 2014a,b),
among others. Nevertheless, due to lack of neces-
sary information, it is impossible to tackle such
flaws at subnational or industry level of details
with alternative estimates. Therefore, CIP data
users should always bear in mind that there
could be potential biases in their results. For
example, if official growth estimates were indeed
exaggerated, any CIP data-based TFP estimates
are inevitably upward biased.

8.3.2 Gross output, intermediate inputs,
and value added

In theory, gross output flows are total (nomi-
nal) costs that the economy paid for all services
provided by the primary factors (stocks of capi-
tal and labor) and intermediate materials in the
current period. That is, the value of gross output
consists of two components: newly added value
that is equal to the compensation for the primary
factors, and the cost of intermediate inputs. As

elaborated in the methodology section, the two
components are indivisible in the production
theory. It is the intermediate inputs that not
only link and integrate individual industries to
produce the final output (value added) as
expressed by Eq. (8.7), but also translate produc-
tivity changes of individual industries accumula-
tively into the economy’s aggregate productivity
performance as expressed by Eq. (8.9). Therefore,
a theoretically sound data work to construct
output accounts for APPF-Domar growth ac-
counting should not exclude intermediate
inputs.

There are no standard annual national ac-
counts in Chinese official statistics that include
both output and intermediate inputs. Besides,
the limited information provided by the Chinese
national accounts neither gives industry details
of the manufacturing sector nor shows break-
downs of value added into the compensations
of labor and capital. The more useful sources of
data are Chinese inputeoutput tables (IOTs)
that are available at current prices in the form
of full accounts every 5 years since 1987 and
also in a reduced form between two consecutive
full accounts. The Chinese IOTs since 1987,
including corresponding supply and use tables
(SUTs), have in principle followed the concept
of the United Nations System of National Ac-
counts (SNA). In addition, there is also a set of
IOTs for 1981 constructed in line with the
concept of Material Product System (MPS) (Wu
and Ito, 2015).

Our procedures of constructing Chinese na-
tional accounts in CIP 3.0 include four major
steps as follows. Firstly, the 1981 IOTs were con-
verted from the MPS standard to the SNA stan-
dard to ensure that all available IOTs were
conceptually consistent. Meanwhile, the similar
conversion is applied to the annual national ac-
counts prior to 1992 that were published in line
with the MPS principles to ensure that the na-
tional accounts are consistent with the IOTs
(Wu and Ito, 2015). Secondly, the aggregate
value added or GDP at current prices with broad
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sector breakdowns of the national accounts was
defined as the boundary of all economic activ-
ities.6 Thirdly, the 2011 version of the Chinese
Standard Industrial Classification (CSIC) was
adopted to reclassify both the IOTs in bench-
marks and national accounts in time series into
the same 37 industries. The 2011 CSIC basically
satisfies the prevailing International Standard
Industrial Classification (ISIC Rev. 4, United Na-
tions, 2008), taking into account data availability
in Chinese statistics (Appendix Table 8.A1).
Finally, using a SUT-RAS program,7 a time series
of Chinese IOTs were constructed by adopting
the sectoral aggregates of the national accounts
as the “control totals” and the IOTs as the “con-
trol structures” at benchmarks, as well as the in-
terpolations between the benchmarks (Wu and
Ito, 2015).

There were six reconstructed full IOT ac-
counts available in the CIP 3.0 database (1981,
1987, 1992, 1997, 2002, and 2007), plus four
reduced IOT accounts (1990, 1995, 2000, and
2005). There are, however, three new IOTs that
were released after CIP 3.0, including a full IOT
account for 2012 and two reduced IOT accounts
for 2010 and 2015. To construct a new data set for
the current study focusing on the period from
the early 1990s to the present, I first revisit
all the benchmark IOTs from 1992 and then, after
necessary revisions, integrate these new IOTs
and national accounts with the previous ac-
counts to obtain a new IOT series for the period
1991e2016.8

8.3.3 Producer prices and the deflation
approach

There is no ready-for-use producer price in-
dex (PPI) in Chinese statistics that exactly match
our 37-industry output accounts. The official in-
dustry PPIs are compiled for the industrial sector
only. Official price surveys for the industrial
sector are conducted among enterprises that
are satisfied by the officially defined output
(value of annual sales) threshold. When con-
structing CIP 3.0, I assumed that enterprises
below the threshold faced the same prices as
those above it, and the changes of the threshold
did not affect such an assumption. PPI for agri-
culture was constructed using production coste
based farm gate prices of major products and PPI
for construction was constructed as weighted
average of the prices of capital goods for con-
struction and installation and the nominal
wage of construction workers. Finally, PPIs for
individual services were constructed based on
relevant components of consumer price index
(CPI) (Wu and Ito, 2015).

In the revision and update of the price data for
this study, taking into account that the price in-
crease of the CPI components for nonmarket ser-
vices (government administration, education,
and health care services) has been considerably
slower than the increase of nominal wages of
these services especially since the 2000s, the pre-
vious CPI component-based PPIs are replaced by
nominal wage index to better reflect the reality of
price changes of these services.

6 The classification of national accounts evolved over time beginning with the broadest trichotomy, i.e., primary,
secondary, and tertiary, to five divisions, and now a classification of 19 sectors. See the following discussion of the
classification of employment for details, as well as footnotes 7 and 8.
7 SUT-RAS is a biproportional method specifically designed for joint projection of SUTs that are immediately
consistent (Temurshoev and Timmer, 2011). In Wu and Ito (2015), SUT-RAS is used to project a SUT series for China
first and based on which reconstruct a series of IOTs.
8 It should be noted that since Chinese full IOT accounts are more reliable than reduced IOT accounts, my estimates
may be revised particularly for the period between 2012 and 2017 when the 2017 full IOT accounts become available,
and structure-wise the period can be more properly anchored.
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When the CIP 3.0 database was first used in
analysis (Wu, 2016), the nonstandard single-
deflation approach was adopted in order to
compare the widely used APF framework with
official aggregate data taken for granted. This
means that an industry’s input (purchaser) price
was (implicitly) assumed the same as its output
(producer) price. In the current study, I abandon
this single-deflation approach and accept the
standard double-deflation approach in order to
better account for the changes of prices, hence
the changes of the real value added. With the
double-deflation approach, an industry’s
average input price is estimated as a weighted
average of the producer prices of all industries
that provide this industry with inputs.

8.3.4 Measuring labor input

The core issue in measuring labor input is
how to hold the quality of hours worked con-
stant when there are actually changes in the
composition of the age, gender, education, occu-
pation, and industry of the workforce. If this is
ignored, in the case of an improving labor qual-
ity, the growth of labor input will be underesti-
mated and thereby the growth of TFP will be
exaggerated. In theory, the correct solution is to
convert economy-wide heterogeneous hours
worked into homogenous volume of labor input
by weighting different types of labor with their
marginal products, in which the aggregate labor
costs are ultimately controlled by the national in-
come accounts.

The CIP Project faces two major problems in
the data work on labor. One is how to construct
the aggregate number of employment by type of
labor and distribute them into industries with
historical consistencies in concept, coverage,
and classification. The other is how to compen-
sate for the services of all types of labor given
the available national income accounts for labor.
We took four steps to solve the problems and
hence accomplish China’s first-ever labor ac-
counts with labor quantitative and compensa-
tion matrices in time series.

In the first step, using all available population
census data (usually with a 10-year interval) as
well as one-percent population surveys (with a
5-year interval) between the censuses, we began
with a scrutiny of the total employment data in
official labor statistics, available at different and
inconsistent breakdowns of broad sectors at
various levels, and then conducted revisions to
restore consistency first for the three broad sec-
tors following the trichotomic classification of
the official labor statistics, that is, the primary,
secondary, and tertiary sectors,9 and then for
five divisions by further splitting the secondary
sector into the industrial and construction sectors,
and slitting the tertiary sector into two categories,
i.e., “material services” and “nonmaterial ser-
vices,” 10 to match the broadest classification of
national accounts in which the longest historical
data are available (for details see Wu, 2014a,b).

With the numbers employed in the three
broad sectors and in the five divisions in parallel
as “control totals,” the second step is to reconcile
the numbers employed of the 37 CIP industries

9 The primary sector includes broad agricultural activities, i.e., crop farming, animal husbandry, and fishery; the
secondary sector includes mining, manufacturing, utilities, and construction; and the tertiary sector covers all services
of both market and nonmarket.
10 The “material” and “nonmaterial” dichotomy of services is to distinguish services with and without direct
“physical extension.” Commerce (wholesales and retails), transportation, and post and telecommunication are
classified as “material services” because they physically extend the production of goods. The rest services are
considered “nonmaterial” because they rely more on human embodied professional knowledge or skills to serve
either consumers, businesses, or the society.
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with these “control totals.” The available indus-
try employment statistics is incomplete because
it covers only enterprises that meet the official
output threshold measured by annual sales.
Since small-sized enterprises tend to use more
labor-intensive technologies even within the
same industry, we cannot simply assume that
the distribution of employment below the
threshold is the same as that above the threshold.
To solve the problem, following Wu and Yue
(2012) we first derived the total numbers
employed below the threshold for each broad
sector or division, and then redistributed it ac-
cording to the structure of labor-intensive indus-
tries available from various surveys on rural
enterprises and small enterprises.

The third step is to construct a quantitative
matrix that concurrently cross-classifies total
numbers employed by gender, age, education,
and industry, and then convert it to a parallel
but the same matrix in hours worked. Given
the availability of Chinese employment and la-
bor compensation data, this could only be
attempted for limited benchmarks for which
data from population censuses and surveys are
available. As explained in Wu et al. (2015), a
full-dimension quantitative matrix for one
benchmark could be constructed based on mar-
ginal or partial matrices from a population
census or survey by the iterative proportional
filling approach developed in Wu and Yue
(2012). In CIP 3.0 we established seven such
full-dimension benchmark matrices (i.e., 1982,
1987, 1990, 1995, 2000, 2005, and 2010). Eventu-
ally, after performing interpolations between
these benchmark matrices, we constructed
China’s first-ever full labor accounts in time
series.11

In CIP 3.0, the conversion from numbers
employed to hours worked also began with

constructing the same benchmarks using various
information on hours worked by industry, re-
gion (urban vs. rural), and ownership type (use-
ful when processing other labor information by
size of enterprises and degree of state controls),
sourced from the 2000 and 2010 population cen-
suses, the 1995 and 2005 one-percent population
surveys, and surveys of households and workers
provided by the 1988 and 1995 CHIP database
(China Household Income Project, see Li et al.,
2008) and the 2007 and 2009 RUMiC database
(Rural-Urban Migration in China, see Akg€uc
et al., 2013), together with Wu and Yue (2012)’s
work on changes in the government’s institu-
tional working hours and stylized facts-based as-
sumptions about the extent to which individual
industries within the industrial sector might
deviate from the institutional baseline. We then
constructed the accounts for hours worked in
time series with the same interpolation approach
as that used in constructing the accounts for
numbers employed (Wu et al., 2015).

The last step is to construct a full-dimension
labor compensation matrix that exactly matches
the quantitative matrix in numbers and in hours,
which is a key step to the estimation of homoge-
nous hours. In CIP 3.0 we used the share of labor
compensation in value added of the recon-
structed benchmark IOTs to derive income struc-
tures in time series, and then based on this we
estimated the value of labor compensation for
each industry to control for the total amount
paid for all types of labor of that industry in a
given period of time (Wu and Ito, 2015). Our in-
formation on the compensation of each labor
type specified by gender, age group, and educa-
tion level is insufficient. We first run the Mincer
function regression models to estimate the par-
tial effect of each of the human capital attributes
on the average wage by industry to fill the gaps

11 In constructing the time series for labor, extrapolations are also used to accomplish the part of the series beyond the
first and/or the last matrix by assuming the same structure of the nearest matrix holds. This is applied to the series of
numbers employed, hours worked, and labor compensation in the following discussions.
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or missing cells in each of the benchmark
matrices, and then applied interpolations to
construct China’s labor compensation accounts
in time series (Wu et al., 2015).

For the present study, after revisiting the
work in CIP 3.0 with minor revisions especially
from 1991 onward, we add a new 2015 bench-
mark using the official 2015 one-percent popula-
tion survey and the 2013 CHIP database to
update the quantitative matrix in numbers
employed and hours worked and together with
a full IOT accounts for 2012 and two reduced
IOT accounts for 2010 and 2015 to update the
compensation matrix. With new benchmarks
established with these new source data, I have
constructed a new version of China’s labor ac-
counts for the period 1991e2016.

8.3.5 Measuring capital input

CIP’s attempt to construct China’s net capital
stock at industry level has proved the most chal-
lenging of all the data tasks in the project. First
of all, unlike the output and labor accounts,
there is no “control total” whatsoever that can
be used as a boundary of China’s capital stock
at historical costs or economy-wide “original
value of fixed assets” or OVFA as termed in offi-
cial investment statistics. The available
industry-level OVFA is only for the industrial
sector and covers only enterprises above the
output threshold (refer to the previous

discussion of output and labor in this regard).
Furthermore, official investment statistics pro-
vides no connection at all between OVFA and
the official flow concept of “total investment
in fixed assets” or TIFA. In fact, as shown in
Wu (2014a,b, 2015), although TIFA suffers
from severe double counting problem, it has
somehow remained in official statistics after
China adopted SNA in the early 1990s in paral-
lel to the SNA concept of gross fixed capital for-
mation or GFCF.12 Yet, even the official GFCF
could be exaggerated by improperly including
on-going capital construction as completed in-
vestment rather than inventories as required
by SNA (Xu, 1999: 62e63).13

The CIP work on capital started with the in-
dustrial sector. To bypass the problem of double
counting and likely overreporting in the official
investment statistics, I had to use a bottom-up
approach to reconstruct the investment flow by
industry. The core variable was OVFA in official
industrial statistics covering fixed assets already
engaged in production.14 Since OVFA was re-
ported on an annual basis, the data for the vari-
able must be collected at the end of the year. I
therefore assumed that it did not include the
fixed assets that had retired before the end of
the year, and constructed the nominal invest-
ment by taking the first difference of the OVFA
series at industry level and adjusted it for
assets withdrawn from production services by
a hypothetical industry-specific asset retirement

12Wu (2014a,b) shows that TIFA surpassed GFCF in the beginning of the 2000s and becamemore than 1.5 times GFCF
after about a decade later.
13 The general SNA principle governing the time of recording and valuating GFCF is “when the ownership of the
fixed assets is transferred to the institutional unit that intends to use them in production” (CEC et al., 1993: 223).
14 OVFA is available in four types of assets: “equipment,” “structures for production,” “structures for housing and
auxiliary services” (typical for state enterprises in centrally planned economies), and “others.” In CIP 3.0, “structures
for housing and auxiliary services” were dropped and “others” were allocated to equipment and productive struc-
tures according to the compositions of equipment and structures (Wu, 2014a,b and 2015). To simplify the discussion
in this data brief, we discuss the OVFA-based data construction as if there were only one asset type. The same
assumption is applied to the later discussion of the nonindustrial sectors based on NIFA.
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function (Wu, 2014a,b, 2015). The resulted nom-
inal investment series was then deflated by
industry-specific price deflators constructed
based on asset price survey data by the Chinese
Ministry of Finance (ECNH, 2002; Wu, 2014a,b,
2015 for details).

To obtain the net capital stock for each indus-
try, CIP 3.0 used a framework that followed the
perpetual inventory method (PIM) with an
assumed geometric depreciation function. The
PIM required industry-specific initial net stock
was estimated based on China’s first asset census
in 1951 (SETC, 2000, Vol. 1; see Wu, 2014a,b for
details), and depreciation rate was estimated
based on industry-specific asset service lives
and the declining balance rate adopted in the
US national accounts following the approach
developed by Hulten andWykoff (1981). Finally,
the capital stock of the enterprises below the offi-
cial output threshold for each industry was
added by hypothetical capitalelabor ratio based
on financial information on small enterprises
from various economic censuses, assuming that
such enterprises used more labor-intensive tech-
nology compared to those above the threshold
(Wu, 2015).

For the nonindustrial sectors, including agri-
culture, construction to all services, in the
absence of OVFA, the CIP Project adopted offi-
cial statistics on “newly increased fixed assets”
or NIFA. By nature, NIFA is a result of invest-
ment in previous periods eventually turned
into fixed assets in the current production.
Thus, it is closer to the first difference of
OVFA than to TIFA or GFCF. However, for
the industrial sector NIFA is not available at in-
dustry level, thus I cannot investigate how close
the two indicators are. There is no clear infor-
mation on the coverage of NIFA. In CIP 3.0, I

assumed that NIFA had a full coverage and
deflated it by a deflator constructed as a
weighted average of the PPIs of producer-
goods (equipment and building materials)
industries and CPI to capture labor cost in
installation. To construct the net capital stock
for each industry of the nonindustrial sectors
using the PIM model, I estimated the initial cap-
ital stock in 1980 following the steady-state
growth model approach (Wu, 2015) and adop-
ted the US industry-specific depreciation rates
that were used by the Bureau of Economic Anal-
ysis (BEA) (Kaze and Herman, 1997: 72-3
following Hulten and Wykoff, 1981).

Finally, the quantity of services provided by
the so-constructed net capital stock for the Chi-
nese economy should be priced by the user
cost of capital a la Jorgenson (1963) that is equal
to the present value of the rents generated by the
capital stock with an adjustment for the depreci-
ation of capital. In practice, following Jorgenson
and Griliches (1967) I imposed constant returns
to scale to obtain an implied nominal rate of
returns that ensures the accounting identity be-
tween the aggregate of value added and the
sum of capital and labor compensation to
hold.15 The estimated asset- and industry-
specific user costs were used to weight heteroge-
neous capital services across Chinese industries
so that the aggregate capital input in the Chinese
economy could bemeasured in line with the neo-
classical production theory (Wu, 2015).

For the present study, like what I have done
for the output and labor input data, data for
measuring capital input are also revised and
updated using recent official statistics on
OVFA and NIFA and the capital compensation
matrix in my extended IOT accounts for the
period 2010e16.

15 In fact, it is only at this point that the assumption of constant returns is absolutely required for the measurement of
TFP (for an elaboration also see Hulten, 2001).
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8.4 Industry grouping and
periodization

8.4.1 Industry grouping

To better investigate the TFP performance of
industries, following Wu (2016) I categorize the
CIP 37 industries into eight groups guided by
their “distances” from the end market
(Table 8.A1). I argue that whether or to what
extent the government may use administrative
interference and what types of subsidization
depend on the distance of an industry from the
final demand, especially from the international
market. Indirect subsidies, largely in the form
of “underpaid costs,” are mainly used by local
governments to promote export-oriented manu-
facturers that make semifinished and finished
goods (Huang and Tao, 2010; Wu, 2016). Most
of them are downstream industries and labor-
intensive, therefore crucial for China to timely
reap its demographic dividend. However, the
state tends to directly get involved in upper-
stream industries such as energy and primary
input materials that are deemed strategically
important in supporting downstream industries.
In this sense the “distance” from the end market
mirrors the “distance” from the government or
the magnitude of the state intervention.

I first categorize the 24 industries within the
industrial sector into three groups, namely
“(broad) energy” including coal and gas mining,
petroleum and utilities, “commodities and pri-
mary input materials (C&P)” such as basic
metals, chemicals and building materials, and
“semifinished and finished goods (SF&F)” such
as wearing apparel, electrical equipment, and
machinery. “C&P” and especially “SF&F” have
been the key drivers of China growth since the
reform. Their “distances” from the final demand
also reflect their positions in the production

chain. The “energy” group is located on the
very top of the stream, followed by “C&P,”
and then “SF&F.” Note that the finished goods
part of “SF&F” manufacturers is the closest to,
if not exactly, the final consumer-market pro-
ducers, but it cannot be separated because of
the limitation of the available data.

All the nonindustrial sectors are divided into
five groups though their “location” on the pro-
duction chain cannot be clearly defined. The
agricultural sector not only serves the final de-
mand market but also provides intermediate in-
puts to food processing and manufacturing
industries and as such can be an important chan-
nel for government policies. Construction indus-
try also delivers both investment and consumer
goods. All service industries are categorized
into three groups yet no clear-cut between con-
sumer and producer goods markets. Services I
consists of state-monopolized services including
financial intermediaries, transportation, and
telecommunication services. Services II includes
the rest of market services, and Services III is
composed of all “nonmarket services” including
government administration, education, and
health care.

8.4.2 Periodization

Considering major policy regime shifts in
China following the reform as well as external
shocks to the Chinese economy, I divide the
entire period under investigation into five sub-
periods, namely 1991e96, 1997e2001, 2002e07,
2008e11, and 2011e16 with conjectures about
the likely impacts of these changes on China’s
growth and productivity performance in each
subperiod.16 This may better help understand
China’s reform-induced industrialization course
in which China first emerged as the world

16 The estimated growth rate or contribution to growth for each subperiod reported in Tables 8.1, 8.2, and Tables 8.A2.
1 and 8.A2.2 is based on the end time point of the previous subperiod.
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largest manufacturing powerhouse, and then
struggled with severe imbalance problems in
the world economy that has been substantially
shaped by China’s participation.

The period 1991e96 began with Deng’s
famous reform-promoting southern China trip
in 1992. One year after, the Communist Party’s
Politburo Standing Committee adopted its own
version of the “socialist market economy”
model. Domestic market liberalization and
further opening up to foreign trade and direct in-
vestment suddenly boosted up China’s unprece-
dented investment wave. Meanwhile, the reform
of state-owned enterprises (SOEs) was deepened
in a state campaign of “zhua da fang xiao,” liter-
ally “enhancing the big (enterprises) while liber-
alizing the small (enterprises).” Nevertheless,
newly emerged private firms absorbed a huge
number of state employees who lost their jobs
in the SOE reforms. We may expect to see a
strong growth and a significant productivity
grain during this period.

Next, we use the Asian financial crisis in
1997e98 to mark the beginning of the period
1997e2001 that first suffered from the AFC
shock and then a long course of deflation due
to huge surplus capacity caused by restless and
excessive investment in the previous period.17

However, this could be also the first time at
which China was forced to accept a market-
driven restructuring when the government was
fiscally poor. We may therefore expect to see
an improved TFP performance despite a growth
slowdown. At the end of 2001, with a favorable
resolution China was accepted as a formal mem-
ber of theWTO, which was indeed timely to help
the economy get rid of its lengthy and painful
deflation course.

I then define the period 2002e2007 as
China’s post-WTO. This period could be char-
acterized by two counteracting forces that

shaped the economy. On one hand, China’s
WTO entry induced a wider and deeper open-
ing up of the economy to the international trade
and direct investment market, hence directing
the economy toward a more market-driven
competition. On the other hand, ironically,
China’s agitatedly embracing the world econ-
omy enhanced the role of the government as
well. As consolidated and enlarged state corpo-
rations resurged in the name of protecting na-
tional interests in the time of an accelerating
globalization through fierce international
competition, growth-motivated local govern-
ments were pressured and then impatiently
race for more rapid urbanization and heavy
industrialization. We may thus conjecture that
China’s post-WTO period may have to inevi-
tably sacrifice some productivity growth for a
faster output growth.

China’s post-WTO period was ended by the
GFC. I somehow intend to divide the post-GFC
period into two subperiods to distinguish the
early post-GFC period 2008e11, characterized
by the government’s unprecedented fiscal stim-
ulus package to moderate the GFC shock, from
the late post-GFC period 2012e16 in which the
government struggled to solve the problem of
severe structural imbalances in surplus capacity,
high debt leverage, environment damage, in-
come inequality, corruption, and social injustices
that were in essence caused by severe misalloca-
tion of resources for the sake of growth. Never-
theless, political barriers, institutional
constraints, and vested interest groups have
complicated the problem and obstructed the
genuine search for a more efficient and appar-
ently market-based solution. We may expect to
see an obvious deceleration of output growth
albeit it may still be somewhat disguised by offi-
cial statistics, and perhaps an absolute decline
in TFP.

17 China’s retail price index (RPI) declined from 380.8 in 1997 (1978 ¼ 100) to 347.0 in 2002 and meanwhile PPI
declined from 315.0 to 292.6 (NBS, 2018).
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8.5 Discussion of empirical results

8.5.1 China’s growth performance
estimated in the APPF framework

We are now ready to examine China’s aggre-
gate GDP and TFP performance in the APPF
framework. The results are summarized in two
panels of Table 8.1 with industry and factor con-
tributions to the real output growth, respec-
tively. In the top line of the table, I show that
the Chinese economy achieved a real output
growth by 8.4% per annum for the entire period
from 1991 to 2016. Of the 8.4% annual growth of
GDP, “SF&F,” “C&P,” and Services II (market
services) accounted for about 35, 21, and 21%,18

respectively, suggesting that China obviously
experienced a manufacturing-led rapid expan-
sion that was also accompanied by a rapid rise
of market-induced services over the whole
period in question.

It should be nonetheless pointed out first that
despite that I use basically the same official na-
tional accounts data I am unable to obtain the
officially claimed growth rate of 9.9% per annum
for the period 1991e2016 (NBS, 2018). Appar-
ently, my double-deflation procedures have cor-
rected part of the errors in the official growth
rate estimation that in my view are caused by
improper measure of price changes and (mis)
use of the single-deflation approach, regardless
deliberate data manipulations for political pur-
poses. I find that including the earlier reform
period from 1980 causes little change to my esti-
mate, i.e., slightly to 8.5% per annum for the
period 1980e2016. I can thus confidently
confirm that the widely perceived China’s
persistent 10% annual growth performance since
the reform is merely a statistical artifact judged

by strict national accounting double procedures
in the Jorgensonian APPF framework.

8.5.2 Contribution of industries to
China’s growth

The upper panel of Table 8.1 shows note-
worthy changes in the (weighted) contribution
to growth by industry groups over different sub-
periods. Importantly, these changes reflect a sig-
nificant restructuring of the economy over time.
Driven by unprecedented reforms and opening
up the economy experienced the most rapid
growth in 1991e96 of the entire period,
achieving an aggregate GDP growth rate at
10.2% per annum in which manufacturing
played a dominant role with 44.4% that was
attributable to “SF&F” (4.54 percentage points
or ppts) and 20.5% to “C&P” (2.09 ppts).19

Such a growth spurt also caused construction in-
dustry to surge with a contribution over 10.6%
(1.08 ppts) to the growth.

Unfortunately, the Asian financial crisis
shocked the economy in 1997 and induced a
contraction with a significant structural adjust-
ment. Compared to the period 1991e96, the
period 1996e2001 observed the growth contri-
bution by “SF&F” retreated considerably to
30.4% (2.33 ppts) and the contribution of con-
struction industry even turned negative to
-1.2% (or -0.09 ppts). In the meantime, the contri-
bution of agriculture changed inversely jumping
to 21.9% (1.68 ppts) from 9.3% (0.95 ppts) in the
previous period, suggesting a huge number of
migrant workers left manufacturing and con-
struction and returned to farming. However,
this suggests that the government could some-
how accept a more market-based restructuring
of the economy during the crisis.

18 The growth contributions in percent are calculated based on the estimates in ppts (percentage points) for individual
industries in Table 8.1. The same calculations are conducted hereafter.
19 For industry details within a group, see Tables 8.A2.1 and 8.A2.2 in Appendix that focus on comparisons between
the pre-GFC period 1991e2007 and the post-GFC period 2007e16.
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A new wave of structural changes took place
following China’s post-WTO period 2001e07.
Notwithstanding China’s wider and deeper
opening up to the international trade and invest-
ment under WTO, “SF&F” bounced back with
30.4% (or 3.66 ppts) contribution to the aggre-
gate GDP growth, though not able to resume
its pre-AFC position. It is not surprising to see
that the role of agriculture dropped to a histori-
cal low at 3.7% (0.37 ppts), again suggesting
that migrant workers quickly rejoined
manufacturing and construction. “C&P”

appeared to be still adjusting for overcapacity,
but “energy” maintained its contribution
(accordingly up from 0.39 to 0.52 ppts with an
overall accelerated growth). The most note-
worthy is the substantial increase in the role of
the state-dominated Services I, including trans-
portation, telecommunication, and financial ser-
vices, up considerably by at least fivefold from
3.2 to 17.1% of the aggregate growth (from 0.24
to 1.72 ppts). Meanwhile, the contribution by
more market-determined Services II also rose
from 17.2 to 26.0% (from 1.32 to 2.62 ppts).

TABLE 8.1 Estimated Industry and Factor Contributions to China’s Value-Added Growth (Contributions in per-
centage points or ppts).

1991e96 1996e2001 2001e07 2007e11 2011e16 1991e2016

Value-added growth (APPF, %) 10.23 7.66 10.06 8.16 5.61 8.42

Industry contribution (ppts)

Agriculture 0.95 1.68 0.37 0.12 0.26 0.68

Construction 1.08 �0.09 0.56 0.50 0.29 0.47

Energy group �0.22 0.39 0.52 0.32 0.35 0.28

Commodities and primary materials (C&P) 2.09 1.88 1.58 1.60 1.74 1.78

Semifinished and finished (SF&F) 4.54 2.33 3.66 2.85 1.05 2.92

Services I (state monopolies) 0.61 0.24 1.72 1.56 1.45 1.12

Services II 1.12 1.32 2.62 2.40 1.39 1.78

Services III (nonmarket) 0.05 �0.08 �0.96 �1.18 �0.93 �0.61

Factor contribution (ppts)

Capital input: 7.98 4.88 8.48 9.33 7.08 7.52

Net stock 7.94 5.18 8.54 9.32 7.09 7.58

Capital composition 0.04 �0.29 �0.06 0.01 �0.01 �0.07

Labor input: 1.48 1.13 0.65 0.64 0.40 0.86

Hours 0.63 0.97 0.59 �0.64 0.03 0.36

Labor composition 0.86 0.16 0.06 1.28 0.37 0.50

Aggregate TFP 0.77 1.64 0.94 �1.81 �1.86 0.05

Note: The figures in the first line are equal to the sum of industry contributions in the first panel and the sum of factor contributions in the second
panel, respectively.
APPF, aggregate production possibility frontier; TFP, total factor productivity.
Source: Author’s estimates.
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The subsequent changes were caused by the
GFC. Despite the government’s unprecedented
stimulus, China’s GDP growth slowed down by
nearly 2% points to 8.2% per annum in
2007e11. Thanks to the government’s endeavor,
this early post-GFC period appears to have
largely maintained a pattern of growth contribu-
tion within the industrial sector that was similar
to that of the previous period after China’s
WTO entry. Some changes are nonetheless worth
a good attention. Firstly, the agricultural sector no
longer served as a buffer as during the AFC.
Despite the GFC shock, agriculture continued
declining and lost 60% of its contribution to
growth with only 1.4% (0.12 ppts). Secondly,
while “SF&F” maintained its position in the
growth of 35.0% (2.85 ppts), “C&P” advanced to
19.6% (1.60 ppts). This suggests that the majority
of government capital injections went to “C&P”
that was subject to more state interventions rather
than “SF&F” that was more exposed to the mar-
ket. Given already severe surplus capacity in Chi-
nese manufacturing, such a change may reflect
the move of the economy towardmore intermedi-
ate materialseusing industries such as real estate
and infrastructure construction, which further
distorted the structure of the economy.

The late post-GFC period 2011e16 saw a puz-
zling position swap between more government-
influenced “C&P” and more market-exposed
“SF&F.”While the contribution of “SF&F” drop-
ped sharply to 18.8% (1.05 ppts), “C&P” jumped
to 29.4% (1.74 ppts). In the meantime, state-
monopolized Services I also increased its contri-
bution to the growth to 25.9% (1.45 ppts), but
more market-determined Services II lost some
strength to 24.8% (1.39 ppts). These observations
will be further examined with the industry origin
of the TFP performance in Table 8.2.

8.5.3 Contribution of factors to China’s
growth

My estimates of China’s sources of growth are
reported in the lower panel of Table 8.1. A quick

glance at the average figures of the entire period
in question already confirms the physical
investmentedriven nature of China’s postre-
form economic growth. Of the 8.4% annual
output growth rate, the contribution of the
growth of capital and labor inputs was 7.52
ppts and 0.86 ppts, respectively, leaving TFP
growth with merely 0.05 ppts. This means that
89.2% of China’s real value-added growth relied
on capital input growth and 10.2% on labor
input growth, hence suggesting little that could
be explained by the improvement of TFP. This
finding will undoubtedly cause controversies.
To develop a convincing explanation, it is impor-
tant to scrutinize the dynamics of China’s sour-
ces of growth against a background of major
policy regime shifts and macroeconomic shocks.
In what follows in this subsection, I focus my
productivity analysis on changes in factor contri-
butions in the economy at aggregate level, leav-
ing the industry origin analysis to the next
subsection.

As shown in Table 8.1, the period 1996e2001
is the only one that underwent a substantial
slowdown in the contribution of capital input
growth (63.8%, calculated using the reported
4.88 ppts in Table 8.1, the same hereafter) to a
level that was below the average of the entire
period (89.2% or 7.52 ppts) and that of the previ-
ous period (78.0% or 7.98 ppts). This may well
indicate a further reduction in state interventions
in the allocation of resources. Notably, during
this period the economy was forced to adjust
for overcapacity in the wake of AFC, as well as
to reduce regulations that were not in line with
the WTO principles in order to achieve a favor-
able resolution for China’s application for the
WTO membership. Therefore, the Chinese econ-
omy could have enjoyed a more market-oriented
institutional environment. Besides, the highest
contribution of labor input (14.8% or 1.13 ppts)
observed over the whole time span of my inves-
tigation, which could be China’s last harvest of
its demographic dividend (Cai, 2010), may also
support this point of view. These factors may
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help explain why this period achieved the stron-
gest TFP growth, contributing 21.5% (or 8.32
ppts) of the average 7.7% GDP growth.

The GDP growth rate of China’s post-WTO
period jumped to 10.1% per annum. Neverthe-
less, it was the growth of capital input that drove
the engine of such a growth spurt. We can see
that the contribution of capital input growth
increased considerably from 63.8 to 84.3% (or
4.88e8.48 ppts), while the contribution of labor
input growth decreased from 14.8 to 6.4% (or
1.13 to 0.65 ppts), leaving the contribution of
TFP growth with only 9.3% (or 0.94 ppts).
Apparently, something institutional happened
in the economy that could have engineered the
growth acceleration without worrying about
the diminishing returns to capital. In other
words, it appears to be that the powerful state-
directed or influenced investment projects

exceeded the market capacity and crowded out
more efficient private enterprises, hence turning
China’s TFP growth negative.

This pattern remained unchanged over the
early post-GFC period despite the shock. While
the GDP growth slowed down to 8.2% per
annum over the period 2007e11, the growth of
capital input accelerated further to 9.33 ppts,
which was not only faster than the 8.48 ppts of
the previous period, but also unreasonably over-
took the pace of the output growth, being equiv-
alent to 114.3 percent of the growth. It continued
in the late post-GFC period 2011e16 in which
while the GDP growth decelerated significantly
to 5.6% per annum, the excessively high growth
of capital input maintained, thus making a
126.3% contribution to China’s GDP growth.
This is the time when researchers and China ob-
servers at large began to concern about

TABLE 8.2 Domar-weighted total factor productivity (TFP) growth and reallocation effects in the Chinese economy
(growth rate in percent per annum and contributions in ppts corresponding to the growth).

1991e96 1996e2001 2001e07 2007e11 2011e16 1991e2016

Aggregate TFP growth (%) 0.77 1.64 0.94 L1.81 L1.86 0.05

Industry contribution (ppts)

1. Domar-weighted TFP growth 0.14 2.05 0.90 �2.59 �2.21 �0.20

Agriculture 0.60 1.21 0.33 �0.06 0.03 0.44

Construction 0.44 �0.57 0.20 �0.10 �0.20 �0.03

Energy group �0.94 �0.05 �0.49 �0.55 0.04 �0.39

Commodities and primary materials 0.58 1.88 0.27 �0.03 1.18 0.79

Semifinished and finished 2.24 1.80 1.41 0.34 �0.07 1.19

Services I (state monopolies) �0.97 �1.08 0.68 0.48 0.24 �0.12

Services II �1.22 �0.73 0.28 �0.72 �1.97 �0.83

Services III (nonmarket) �0.60 �0.42 �1.78 �1.95 �1.47 �1.24

Factor reallocation contribution (ppts)

2. Reallocation of capital input (K) 0.02 �0.49 �1.07 �0.13 �0.15 �0.40

3. Reallocation of labor input (L) 0.61 0.08 1.11 0.91 0.49 0.65

Note: The figures in the first line equal to the sum of items 1, 2, and 3.
Source: Author’s estimates.
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aggressive advancement of state-owned or con-
nected enterprises at the cost of the private sector
(Johansson and Feng, 2016; Du et al., 2014) in the
name of adjusting for the “new normal” and
implementing “supply-side reforms.”20

To intuitively trace the path of TFP, I translate
annual aggregate TFP growth rates into a level
index with the initial point 1991 as the base
year as shown in Fig. 8.1. To take into account
significant policy regime changes, we mark the
initial time point of each regime shift. Note that
we do not intend to specify the end point of a
policy change, and a “regime period” marked
over a span of more than 1 year just indicates
that major reforms or policy changes took place
consecutively. Fig. 8.1 not only traces China’s

actual TFP path alongside marked major policy
regime shifts, but more importantly with a pro-
voking underlying (polynomial) trend to high-
light China’s potential TFP growth path that
may help better understand China’s TFP perfor-
mance. It should be born in mind that this trend
is estimated given the probable impacts of pol-
icies and the prevailing institutional
environment.21

The rapid TFP spurt in 1992 does not appear
to be “normal” because it largely reflects both
the “Deng effect” and a recovery from the 1989
Tiananmen shock with a lasting effect over the
period 1989e91. This 1992 TFP surge seems to
be retarded by two harsh austerity policy at-
tempts in 1993 and 1995 to cool down the
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FIGURE 8.1 Losing steam? An index of China’s aggregate total factor productivity (1991 ¼ 100). Source: Constructed based
on annual TFP estimates, summarized as averages of subperiods in Table 8.1.

20 See also the most recent reports in Economist on July 20, 2017, and Hong Kong-based South China Morning Post on
September 21, 2018.
21 Theoretically, the stage of development can affect the potential TFP growth as well because it determines the room
that an economy may gain from imitating existing technologies. However, growth will inevitably slow down at the
mature stage when there is little room for imitation and hence income increase will only come from true technological
innovations.
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overheated economy. The TFP index began to
pick up its pace again in 1995 and returned to
the underlying trend by the time of China’s
WTO entry. The estimates of TFP growth in
this study have supported our conjecture and
rejected the finding by Cao et al. (2009) that there
was no TFP growth in the 1990s. I also show that
China’s post-WTO TFP ride finally peaked in
2007 despite an interruption of another macro-
economic policy shock in 2004, but then it shock-
ingly went on along an apparent durable
declining path that began with the GFC.

8.5.4 The industry origin of aggregate
TFP growth

In order to explicitly account for differences
across industries in their impacts on China’s
aggregate TFP performance, I introduce the
Domar weights in the exercise. The TFP growth
rates presented in the first line of Table 8.2 are
estimated with the stringent assumption that
marginal productivities of capital and labor are
the same for all industries, which are the same
as those presented in the last line of the lower
panel of Table 8.1. As expressed in Eq. (8.9), us-
ing the Domar weights the estimated aggregate
TFP growth rate can be decomposed into three
additive components: (1) the change of the
Domar-weighted aggregate TFP; (2) the change
of capital reallocation effect; and (3) the change
of labor reallocation effect. The Domar-
weighted TFP growth can be expressed in indus-
try origin and hence help explore the role of
individual industries or industry groups in pro-
ductivity growth. Besides, the two reallocation
effects capture the impact of structural changes
on productivity growth, which is deemed impor-
tant in the case of China where strong state inter-
ventions cause misallocation of resources.

As Table 8.2 shows, on the average of the
entire period 1991e2016, China’s TFP growth
that could be attributed to industries, as esti-
mated with the Domar weights, is -0.20% per

annum, which means that the pre-GFC positive
gains in productivity within industries were
completely wiped out by the post-GFC produc-
tivity losses. However, the reallocation of labor
played a significantly positive role that
completely compensated for the TFP loss by
the misallocation of capital. In what follows, let
us first focus on the roles of industry groups
and then return to the factor reallocation effects.

The performances of industry groups are
distinctly different, which suggests that treating
individual industries homogenous in growth ac-
counting as in the AFP tradition can be rather
misleading. On the average of the whole period
in question, there are only three groups that
played a positive role in productivity growth,
i.e., “SF&F” (1.19 ppts), followed by “C&P”
(0.79 ppts) and agriculture (0.44 ppts). However,
three major loss-making groups, namely Ser-
vices III (-1.24 ppts), Services II (-0.83 ppts) and
“energy” (-0.39 ppts), completely eroded the
gains of the positive groups. Such a sharp
contrast across industry groups in the Domar-
weighted TFP performance can also be observed
over different subperiods.

But, before proceeding ahead, we should bear
in mind that any change in production cost or
market size regardless its cause will change a
firm or an industry’s productivity performance.
In other words, subsidies to reduce the cost of
an industry or regulations to protect the market
of an industry will raise the industry’s produc-
tivity, holding all others constant. Nevertheless,
how this will be translated into the aggregate
TFP is a more complicated issue. In this example,
if the crowded out industries are more efficient
than those protected, we may expect to see an
overall productivity loss.

The agricultural sector was benefited most
from the reforms in the 1980s especially from
the de facto privatization on farming and dereg-
ulations on rural enterprises. In the present
study, I show that agriculture contributed signif-
icant 0.60 ppts and 1.21 ppts to the Domar-
weighted TFP growth at 0.77 and 1.64% per

8.5 Discussion of empirical results 157



annum in 1991e96 and 1996e2001, respectively.
Even in the post-WTO period when the Domar-
weighted TFP growth decelerated to 0.94% per
annum, agriculture still contributed more than
one-third by 0.33 ppts. This means that China
was in a process in which the agricultural sector
released capital (including land) and labor that
had a marginal productivity below the sector’s
average, hence continuously raising its produc-
tivity. But clearly this could not be a source of
a long-run growth.

Changes of the roles of the three industrial
groups, “SF&F,” “C&P,” and “energy,” in the
Domar-weighted TFP growth before and after
GFC are worth a careful examination. Before
China’s WTO entry, Deng’s reengineering of
the reform drive through the implementation
of the “socialist market economy”model seemed
to be TFP-promoting. In that course, “SF&F”
played the most important role and indeed
enjoyed its heydays, contributing 2.24 ppts in
1991e96 and 1.80 ppts in 1996e2001 to the corre-
sponding Domar-weighted TFP growth 0.14 and
2.05% per annum. “C&P” also enjoyed its best
TFP performance in the 1990s, contributing 0.58
ppts in 1991e96 and 1.88 ppts in 1996e2001. In
a sharp contrast, despite continuous reforms in
the 1990s, the “energy” group appeared to be a
persistent productivity loser.

The Domar-weighted TFP slowdown
following China’s WTO participation was
almost cross board except for minor improve-
ments in Services I and II and construction.
That the total Domar-weighted TFP growth
declined from 2.05 ppts in 1996e2001 to 0.90
ppts in 2001e07 looks puzzling because in the
meantime GDP accelerated from 7.7% to 10.1%
per annum. However, it strongly supports the
well-observed increasing government interven-
tions following China’s WTO entry, with espe-
cially fierce competition between local
governments for growth through promoting
local urbanization and industrialization (see,
for example, Li and Zhou, 2005; Wu, 2008; Xu,
2011). Indeed, while the contribution of “SF&F”

and “C&P” to the TFP growth considerably
slowed down, the contribution of construction
industry and state-monopolized Services I
turned around from -0.57 to 0.20 ppts and from
-1.08e0.68 ppts, respectively.

The GFC shock brought about a big change
that completely turned this pattern around. In
the early post-GFC period 2007e11, the “en-
ergy” group remained negative as before, but it
surprisingly turned positive in the late post-
GFC period 2011e16. Besides, while “C&P”
made a huge jump in contribution to the
Domar-weighted TFP growth from 0.27 ppts in
the post-WTO entry period to 1.18 ppts in the
late post-GFC period, “SF&F” first experienced
a substantial decline from 1.41 ppts following
China’s WTO entry to merely 0.34 ppts in the
early post-GFC period, and then turned negative
at -0.07 ppts in the late post-GFC period.

Given that “energy” and “C&P” are more
state dominant (either owned or influenced),
my industry-origin findings have to a large
extent substantiated the observation of “state
advancement, private retreat” (Johansson and
Feng, 2016; Du et al., 2014). It appears that pri-
vate enterprises became the scapegoat in the
state campaign to reduce overcapacity. Rising
costs forced private firms to withdraw, hence
giving more market share to state-owned or
government-connected enterprises. Increasing
state interventions and the retreat of private
firms could be mainly responsible for the loss
of productivity in the Chinese economy.

8.5.5 The factor reallocation effect

The distinct differences in TFP performance
between industries inevitably induce capital
and labor to shift across industries. This is
what I find and report in Table 8.2, which may
help better understand China’s productivity
slowdown since the mid-2000s. I show that on
the average of the whole period in question,
the labor reallocation effect is positive,
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contributing 0.65 ppts to the aggregate TFP
growth, but the capital reallocation effect is
negative, contributing -0.40 ppts. In essence,
the productivity gain by the reallocation of labor
completely compensated for the cost of the
misallocation of capital as well as the productiv-
ity loss (-0.20 ppts) within industries following
Eq. (8.9). To show the dynamic changes in
China’s TFP, I present the three productivity
components in indices in Fig. 8.2.

A quick glance at the indices tells that the real-
location effects of capital and labor moved
completely in opposite direction over the entire
period in question. The early 1990s was a period
in which there was little effect of capital realloca-
tion on productivity despite the reform (0.02
ppts for 1991e96, Table 8.2; the same source
hereafter) or the reform-induced changes in in-
vestment had not yet really resulted in any
noticeable impact on China’s productivity
growth. The capital reallocation effect turned
negative subsequently and substantially in the

late 1990s especially after the AFC shock (-0.49
ppts for 1996e2001) and worsened in the wake
of China’s WTO entry (-1.07 ppts for 2001-07).
As shown in Fig. 8.2, although the magnitude
of the capital misallocation reduced after the
GFC shock, it had not disappeared by the end
of the period. This finding confirms the estimate
in my 2016 paper (Wu, 2016) and also that re-
ported in Cao et al. (2009) for the period
1994e2000.

The case of the labor reallocation effect
remained generally positive over time. This sug-
gests that on one hand the labor market was
much less distorted than the capital market and
the economy benefited from increasing labor
mobility along with reforms especially the shift
from agriculture to industry; on the other hand,
since collective bargaining in China was illegal,
Chinese labor could be underpaid, hence forced
to shift more frequently. Over the post-WTO
period 2001e07 the Chinese economy experi-
enced the most significant gain from the
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reallocation of labor by 1.11 ppts, and this
continued with still a strong momentum even
in the wake of the GFC, 0.91 ppts for 2007e11
and 0.49 ppts for 2011e16. This finding reflects
China’s reality and rejects the estimate in Cao
et al. (2009) that there was little impact of the
reallocation of labor on China’s TFP perfor-
mance throughout the entire period 1980e2000
under their investigation.

Such a magnitude of reallocation effect in the
Chinese economy is typically not observed in
market economies. For example, based on their
empirical work on the US economy in
1977e2000, Jorgenson et al. (2005) showed that
firstly, the reallocation effect was generally negli-
gible and secondly, if it was nonnegligible for
some subperiods, the capital and labor realloca-
tion effects generally moved in opposite direc-
tions. As found in Jorgenson et al. (1987), the
reallocation of capital was typically positive
and the reallocation of labor was typically nega-
tive for the US economy over the period
1948e79. This should be expected because capi-
tal grew more rapidly in industries with high
capital service prices, hence high returns on cap-
ital, whereas labor grew relatively slowly in in-
dustries with high marginal compensation. In
the case of China, the large magnitude and unex-
pected sign of capital and labor reallocation ef-
fects have important implications. It suggests
that Chinese industries indeed face distinctly
different factor costs because of too much state
interventions and lack of market-based competi-
tion that cause serious misallocation of capital in
the economy.

8.6 Concluding remarks

In this study I apply the Jorgensonian growth
accounting framework, incorporating the Domar
aggregation scheme across industries, to a

revised and extended CIP database to scrutinize
the sources of growth in the Chinese economy
following its full-scale industrial reforms that
began in the early 1990s. This growth accounting
approach provides a highly appropriate analyt-
ical tool for investigating the industry origin of
the aggregate productivity performance espe-
cially its slowdown since the mid-2000s in the
Chinese economy.

My findings have confirmed the physical cap-
ital investmentedriven nature of China’s growth
during the reform period. I show that of the 8.4%
annual GDP growth over the period from 1991 to
2016, the growth of capital input contributed
89.2% and the growth of labor 10.2%, leaving
the contribution of TFP growth merely 0.6%.
China enjoyed its best TFP performance with
an annual growth of 1.64% per annum in the
late 1990s when the SOE reforms were deepened,
substantial deregulations were carried on to pre-
pare for China’s WTO application, and market
forces were tolerated in the wake of the Asian
financial crisis to adjust for the overcapacity built
up in the early 1990s.

However, China’s TFP growth began to slow-
down following its WTO entry because of
increasing state interventions to protect stra-
tegic industries and to promote growth. More
and more capital resources were directed to
state selected industries and crowded out more
efficient private enterprises. This made the Chi-
nese economy less capable to adjust for its struc-
tural problems in the wake of the GFC. Unlike
the substantial productivity improvement
when facing the AFC shock, China’s productiv-
ity growth turned significantly negative
following the GFC impact. It is clear that
China’s TFP decline will not turn positive before
the government at all levels is disentangled
from the business and the market is allowed to
correct for the distorted cost structure of the
economy.
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8.7 Appendix

TABLE 8.A1 CIP/China KLEMS industrial classification and code.

CIP code EU-KLEMS code Grouping Industry

1 AtB Agriculture Agriculture, forestry, animal husbandry & fishery AGR

2 10 Energy Coal mining CLM

3 11 Energy Oil & gas excavation PTM

4 13 C&P Metal mining MEM

5 14 C&P Non-metallic minerals mining NMM

6 15 Finished Food and kindred products F&B

7 16 Finished Tobacco products TBC

8 17 C&P Textile mill products TEX

9 18 Finished Apparel and other textile products WEA

10 19 Finished Leather and leather products LEA

11 20 SF&F Saw mill products, furniture, fixtures W&F

12 21t22 C&P Paper products, printing & publishing P&P

13 23 Energy Petroleum and coal products PET

14 24 C&P Chemicals and allied products CHE

15 25 SF&F Rubber and plastics products R&P

16 26 C&P Stone, clay, and glass products BUI

17 27t28 C&P Primary & fabricated metal industries MET

18 27t28 SF&F Metal products (excluding rolling products) MEP

19 29 Semifinished Industrial machinery and equipment MCH

20 31 SF&F Electric equipment ELE

21 32 SF&F Electronic and telecommunication equipment ICT

22 30t33 SF&F Instruments and office equipment INS

23 34t35 Finished Motor vehicles & other transportation equipment TRS

24 36t37 Finished Miscellaneous manufacturing industries OTH

25 E Energy Power, steam, gas and tap water supply UTL

26 F Construction Construction CON

27 G Services II Wholesale and retail trades SAL

28 H Services II Hotels and restaurants HOT

29 I Services I Transport, storage & post services T&S

30 71t74 Services I Telecommunication & post P&T

(Continued)
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TABLE 8.A1 CIP/China KLEMS industrial classification and code.dcont'd

CIP code EU-KLEMS code Grouping Industry

31 J Services I Financial intermediations FIN

32 K Services II Real estate services REA

33 71t74 Services II Leasing, technical, science & business services BUS

34 L Services III Public administration and defence ADM

35 M Services III Education services EDU

36 N Services III Health and social security services HEA

37 O&P Services II Other services SER

Note: This is based on Wu’s series of works to reclassify official statistics reported under different CSIC systems adopted in CSIC/1972, CSIC/
1985, and CSIC/1994 (see Wu and Yue, 2012; Wu and Ito, 2015). The current Chinese classification system CSIC/2011 largely conforms to the 2-
digit level industries of the ISIC (Rev. 4) and can be reconciled with the EU-KLEMS system of classification (see Timmer et al., 2007).
Source: See the text.

TABLE 8.A2.1 Industry contributions to value-added (VA) and total factor productivity (TFP) growth
1991e2007.

Value-added Total factor productivity

Industry1 VA weight VA growth2

Contribution to
aggregate
VA growth3

Domar
weight TFP growth2

Contribution to
aggregate
TFP growth3,4

AGR 0.160 5.43 0.96 0.275 2.35 0.69

CLM 0.015 4.38 0.06 0.029 0.35 �0.02

PTM 0.018 �7.25 �0.13 0.027 �12.06 �0.33

MEM 0.005 15.94 0.07 0.013 4.26 0.04

NMM 0.006 12.57 0.08 0.015 3.97 0.06

F&B 0.029 10.78 0.30 0.121 0.59 0.07

TBC 0.010 9.18 0.10 0.016 �0.44 �0.02

TEX 0.024 13.89 0.32 0.104 2.17 0.24

WEA 0.012 13.44 0.14 0.041 0.77 0.03

LEA 0.005 15.52 0.07 0.023 1.22 0.02

W&F 0.007 24.97 0.18 0.028 3.83 0.10

P&P 0.013 14.19 0.18 0.043 1.73 0.07

PET 0.009 7.16 0.04 0.042 �0.55 �0.05

CHE 0.035 17.23 0.61 0.133 2.58 0.34

R&P 0.012 18.29 0.22 0.052 2.13 0.11
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TABLE 8.A2.1 Industry contributions to value-added (VA) and total factor productivity (TFP) growth
1991e2007.dcont'd

Value-added Total factor productivity

Industry1 VA weight VA growth2

Contribution to
aggregate
VA growth3

Domar
weight TFP growth2

Contribution to
aggregate
TFP growth3,4

BUI 0.026 14.49 0.37 0.082 2.62 0.21

MET 0.030 9.74 0.21 0.129 �0.13 �0.09

MEP 0.013 19.78 0.25 0.055 2.66 0.15

MCH 0.032 15.07 0.48 0.113 3.07 0.34

ELE 0.015 19.06 0.28 0.066 2.20 0.12

ICT 0.018 35.39 0.60 0.086 4.71 0.33

INS 0.003 13.61 0.04 0.011 1.31 0.01

TRS 0.019 22.10 0.42 0.077 3.13 0.24

OTH 0.019 23.02 0.44 0.054 4.96 0.30

UTL 0.029 7.02 0.27 0.113 �1.74 �0.10

CON 0.057 9.02 0.52 0.213 0.16 0.03

SAL 0.080 9.52 0.76 0.150 1.28 0.16

HOT 0.021 8.90 0.19 0.054 �1.66 �0.08

T&S 0.056 7.28 0.41 0.109 �2.20 �0.21

P&T 0.016 15.45 0.24 0.028 0.77 0.03

FIN 0.049 5.76 0.26 0.077 �2.06 �0.21

REA 0.042 8.90 0.38 0.055 �9.83 �0.52

BUS 0.022 8.54 0.21 0.048 �1.63 �0.03

ADM 0.034 4.48 0.11 0.069 �2.62 �0.20

EDU 0.027 �10.34 �0.28 0.044 �10.59 �0.47

HEA 0.013 �14.73 �0.20 0.034 �8.86 �0.32

SER 0.021 8.08 0.20 0.046 �1.95 �0.03

Sum 1.000 9.36 2.679 1.02

Notes:
1) See Table 8.A1 for industry abbreviation.
2) Value added and TFP growth rates are annualized raw growth rates in percent.
3) Industry contribution to VA or TFP growth is weighted growth rate in percentage points (ppts).
4) See Eq. (8.9) for Domar weights.
Source: See Tables 8.1 and 8.2
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TABLE 8.A2.2 Industry contributions to value-added and total factor productivity growth 2007e16.

Value-added Total factor productivity

Industry1 VA weight VA growth2

Contribution to
aggregate
VA growth3

Domar
weight4 TFP growth2

Contribution to
aggregate
TFP growth3,4

AGR 0.096 2.00 0.20 0.166 �0.08 �0.01

CLM 0.017 7.73 0.12 0.040 0.83 0.01

PTM 0.013 0.56 0.01 0.024 �4.27 �0.11

MEM 0.008 12.53 0.10 0.024 1.37 0.03

NMM 0.005 3.85 0.02 0.014 �0.91 �0.01

F&B 0.029 13.83 0.40 0.155 0.59 0.10

TBC 0.008 9.89 0.08 0.012 0.46 0.01

TEX 0.012 6.54 0.08 0.066 0.81 0.05

WEA 0.008 8.59 0.07 0.036 0.63 0.03

LEA 0.005 8.71 0.04 0.023 0.39 0.01

W&F 0.008 8.03 0.07 0.038 0.05 0.00

P&P 0.009 12.18 0.11 0.038 1.65 0.06

PET 0.012 9.19 0.11 0.065 �0.09 �0.03

CHE 0.032 14.85 0.48 0.167 0.79 0.13

R&P 0.010 11.02 0.11 0.057 1.01 0.06

BUI 0.022 10.79 0.24 0.093 0.56 0.06

MET 0.035 17.67 0.64 0.206 1.57 0.32

MEP 0.012 8.87 0.10 0.060 �0.30 �0.02

MCH 0.030 4.08 0.13 0.138 �0.94 �0.13

ELE 0.017 13.69 0.23 0.099 0.47 0.05

ICT 0.020 14.96 0.31 0.121 1.01 0.13

INS 0.003 5.26 0.02 0.014 �0.02 0.00

TRS 0.024 13.13 0.32 0.121 0.41 0.06

OTH 0.014 �2.28 �0.03 0.043 �4.33 �0.18

UTL 0.024 4.21 0.11 0.123 �0.72 �0.09

CON 0.066 5.76 0.38 0.265 �0.60 �0.15

SAL 0.091 10.19 0.90 0.136 �1.74 �0.25

HOT 0.018 1.41 0.03 0.047 �4.04 �0.19
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Growth origins and patterns in the market
economy of mainland Norway,

1997e2014
Gang Liu1

Statistics Norway, Oslo, Norway

9.1 Introduction

From the perspective of a bottom-up
approach to exploring economic growth, the
aggregate economic growth in a country can be
traced back to the sources that are originated at
the disaggregated level, such as at the sector or
even industry level. This chapter aims to
examine in more detail the origins of the
(value-added based) aggregate average labor
productivity (ALP) growth in the market econ-
omy of mainland Norway2 over the period
1997e2014.

Recent years have witnessed a slowdown of
the aggregate ALP growth in the market

economy of mainland Norway (see, e.g., Brasch
et al., 2015; Liu, 2018a). With the view of identi-
fying possible reasons behind this productivity
slowdown, special focus will in this chapter be
placed on the changes that had occurred over
the two separate subperiods, i.e., 1997e2006
and 2006e14, given that productivity perfor-
mance in the two subperiods has been found to
be quite different (see Liu, 2018a).

It has been demonstrated that the growth pat-
terns of Norwegian structural economic devel-
opment revealed solely by either total economy
in its entirety or conventionally dichotomous
goods/services sectors may be misleading, since
much of the within-group heterogeneities are not

1 E-mail address: gang.liu@ssb.no. The author is grateful to Bart van Ark for his insightful and valuable comments
and suggestions on an earlier version of this chapter. However, the sole responsibility for any errors or omissions of
this chapter lies with the author.
2 Note that the market economy of mainland Norway does not include offshore oil and gas extraction and maritime
sector, as well as nonmarket activities. As a frequently applied concept for the publication of official statistics in
Statistics Norway, the definition of the market economy of mainland Norway will be discussed more in detail in
Section 9.2.
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taken into account (see Liu, 2018a). For instance,
important swings of Norwegian oil and gase
related industries cannot be easily caught up
simply by aggregate analysis. To make effec-
tively more target-oriented and fine-tuned policy
interventions for promoting economic growth,
information drawn upon analyses at the disag-
gregated level are indispensable.

The examination of growth origins in this
chapter involves analyzing how the growth of
various production inputs and multifactor pro-
ductivity (MFP) of each sector contributed to
the aggregate ALP growth. In addition, those
special contributions are highlighted that came
from the use of the knowledge-based inputs,
such as Information and Communication Tech-
nology (ICT) capital, Research and Development
(R&D) capital, as well as skilled labor with high
education.

Therefore, this chapter not only looks at
which sectors contributed most to the aggregate
ALP growth and its changes, but also which sec-
tors contributed most to the use of knowledge-
based inputs, in recognition that evidences
have pointed out that along with recent eco-
nomic growth, technical change seems to have
to a large extent favored the knowledge-based
production inputs (e.g., Jorgenson et al., 2005;
Timmer et al., 2010; Liu, 2018a).

In this chapter, detailed analyses for the
selected six sectors that make up the market
economy of mainland Norway are carried out,3

based on a newly constructed Norwegian
KLEMS database (see Liu, 2017). This database
compiles detailed and sophisticated output and
input statistics at a disaggregated industry level,
and thus offers the possibility of yielding much
richer information on the sources of economic
growth that cannot be acquired only by analysis
at aggregate level.

Analyses by means of data at disaggregated
level can also facilitate the statistical works in a
more general sense, for instance, by directly con-
fronting with each other various detailed statis-
tics at disaggregated level, since measurement
errors possibly existing at disaggregated level
are sometimes smoothed away at aggregate
level. Thus, such analyses have the potential of
giving valuable feedback that can be used for
enhancing the overall quality of statistical mea-
surement and data compilation.

Just as analyses only at aggregate level may
run the risk of losing possibly sizable within-
group heterogeneities, analyses merely at disag-
gregated level may not be capable of giving a
succinct interpretation of the overall picture of
the growth process. To counterbalance and com-
plement the analyses at the disaggregated level,
the Harberger diagram (Harberger, 1998;
Timmer et al., 2010) is employed in this chapter
as a visualizing method to characterize the over-
all growth patterns of all industries in the market
economy of mainland Norway for the two sub-
periods: 1997e2006 and 2006e14.

The rest of the chapter is structured as fol-
lows. A brief introduction of the Norwegian
KLEMS database, which is the main data source
employed for productivity analysis at industry
and sector level in this chapter, is given in
Section 9.2. Section 9.3 describes the methodol-
ogy used to determine industries’ contributions
to the aggregate ALP growth. This is based on
the direct aggregation over industries approach
that was outlined in Jorgenson et al. (2005).

In Section 9.4 a basic decomposition of the
aggregate ALP growth is presented by various
sources, such as different capital and labor in-
puts, and MFP. Section 9.5 then examines the
ALP growth trends at the sector level and ana-
lyzes the corresponding ALP contribution to

3 The six sectors are ICT production, Manufacturing excluding ICT production, Other goods production (with
traditional primary sector included), Distribution services, Finance and business services, and Personal services. The
classification and definition of these sectors will be presented in Section 9.2.
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the aggregate ALP growth by each sector in the
market economy of mainland Norway. As
mentioned, a special focus is placed on the
changes that had taken place over the two sub-
periods (1997e2006 and 2006e14). In the
following sections this sector ALP contribution
is further investigated.

In Section 9.6, the contribution of input
growth in sectors to the aggregate ALP growth
is determined for the deepening of Hardware
(ITH) capital, Software (ITS) capital, R&D
capital, and all Other assets, as well as for
the change of labor composition separately.
Section 9.7 is devoted to the contributions from
sector MFP growth. Section 9.8 investigates by
visual diagrams the overall growth patterns of
various knowledge-based inputs and the MFP
growth across all industries, based on the semi-
nal paper by Harberger (1998). Section 9.9
concludes.

9.2 The Norwegian KLEMS database

The current Norwegian KLEMS database was
recently compiled, based in principle on official
statistics, such as annual Norwegian national ac-
counts data, including annual supply and use ta-
bles. The database provides detailed and
sophisticated production input measures
including capital (K), labor (L), energy (E), mate-
rials (M), and services (S),4as well as the output
measure, at the disaggregated industry level,
for the market economy of mainland Norway
over the period 1997e2014 (see Liu, 2017).

For each industry, the labor inputs are further
decomposed into hours actually worked and
changes of labor composition, and the capital in-
puts are grouped into Information and Commu-
nication Technology (ICT) capital (consisting of

Hardware [ITH] and Software [ITS]), Research
and Development (R&D) capital, and all other
assets (Other), including all assets rather than
ICT and R&D capital. These further classifica-
tions make it possible for the decomposition of
productivity growth into various detailed
components.

The variables in the database are organized by
means of the modern growth accounting meth-
odology (see Jorgenson and Griliches, 1967; Die-
wert, 1976; Caves et al., 1982; Jorgenson et al.,
1987, 2005). Being well-founded in the neo-
classical production theory, the modern growth
accounting methodology offers a clear concep-
tual framework, within which the interactions
among different variables in the growth ac-
counts can be analyzed in an internally consis-
tent way. As such, the framework of the
modern growth accounting has become an inter-
national standard now (see Schreyer, 2001,
2009).

The Norwegian KLEMS database is meant to
be used primarily for analyzing productivity
trend over time in Norwegian economy, and
for productivity comparisons with other coun-
tries. Nonetheless, the database can serve for un-
dertaking research in many other areas, such as
in skill creation, capital development, technolog-
ical progress, and R&D activities, as well as in
economic growth more generally.

For the purpose of this chapter, by drawing
upon the Norwegian KLEMS database, useful
statistical indicators will be derived as regards
the growth of ALP and MFP, and of various pro-
duction inputs including the so-called
knowledge-based inputs among different indus-
tries and sectors that occurred in the market
economy of mainland Norway for the period
1997e2014, as well as for the two subperiods:
1997e2006 and 2006e14.

4 The decomposition of intermediate production inputs into energy (E), material (M), and services (S) has not been
explicitly employed in the current analysis, given that the focus of this chapter is on value addedebased, rather than
gross outputebased, labor productivity analysis.
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The market economy of mainland Norway
(Market Mainland) is defined in this chapter by
excluding from the total Norwegian economy
all nonmarket activities (Nonmarket), the
offshore oil and gas extraction and maritime
sector (Offshore). The former (i.e., Nonmarket)
consists of central and local government activ-
ities, such as education, health, defense, and
public administration, and activities of the
NPISHs. And the latter (i.e., Offshore) comprises
the offshore industry extracting oil and gas
(KNR2306), the pipeline transport of oil and
gas (KNR2348), and the maritime transport
(KNR2349). Finally, the industries that provide
owner-occupied housing services (KNR2368),
as well as private renting (KNR2369), are also
excluded.5

In Fig. 9.1, the composition of value added
and employment in total Norwegian economy
in 2014 is displayed. As shown, nonmarket activ-
ities (Nonmarket) accounted for quite a large pie,
with its value-added share being almost a
quarter, and its employment share around 30%,
of the total Norwegian economy. Despite a
limited share in total employment (3.13%), the

offshore oil and gas extraction and maritime
sector (Offshore), however, contributed a signif-
icant part of value added (22.30%) in 2014.

The shortage or even absence of market trans-
action information typically associated with
nonmarket activities imposes great challenges
for measuring productivity for these activities.
Although significant progress has been made
in this field, difficulties still remain (see e.g.,
Atkinson, 2005; Schreyer, 2010). Thus, produc-
tivity analysis for nonmarket activities necessi-
tates a different treatment.

On the other hand, exposure to the volatile in-
ternational oil and gas market frequently gives
rise to substantial swings for the Norwegian
offshore oil and gas extraction and maritime
sector. Owing to its high importance in the Nor-
wegian economy both for now and in the future,
productivity analysis for this sector (Offshore) is
worthwhile to be treated separately.

Given that the concept of the market economy
of mainland Norway has been routinely used in
the official statistics and frequently referred to as
one of the focal points in public debate in Nor-
wegian society, this chapter will set out the

Market 
Mainland , 

53.29%Nonmarket, 
24.41%

Offshore , 
22.30%

Value added share

Market 
Mainland , 

67.29%

Nonmarket, 
29.58%

Offshore , 3.13%
Employment share

FIGURE 9.1 Composition of value added and employment in total Norwegian economy, 2014. Note: Nonmarket includes
the owner-occupied housing services (KNR2368) and private renting (KNR2369) industries. Source: Calculations are based on the
Norwegian KLEMS database, July 2017.

5 KNRxxxx are industry codes applied in Statistics Norway, see Table 9.1.
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productivity analysis for the market economy of
mainland Norway as a first research effort and
will leave analyses for nonmarket activities
(Nonmarket), as well as the large offshore indus-
tries (Offshore) for future research.

Formally, the market economy of mainland
Norway comprises in total 57 industries, the
names and the corresponding codes of which
are listed in Table 9.1.

Traditionally, the main distinction in sectoral
studies is made among primary, secondary,
and tertiary (services) sectors. However, since
the importance of the primary sector has rapidly
declined while services sector has become by far
the largest sector in Norway, the traditional tax-
onomy is not sufficient any more for our pur-
pose. Therefore, a more detailed view of the
services sector is essential. Moreover, in order
to study the development of the ICT-
goodseproducing sector which has played an
important role in recent economic growth, a spe-
cial focus on this sector is also worthwhile.

With all these considerations being taken, the
market economy of mainland Norway in this
chapter is thus subdivided exhaustively into
the following six mutually exclusive sectors:
ICT production (ELECOM); Manufacturing
excluding ICT production (MEXELEC); Other
goods production (with traditional primary
sector included) (OTHERG); Distribution ser-
vices (DISTR); Finance and business services
(FINBU); and Personal services (PERS).

For the purpose of this chapter, we also group
the two goods production sectors, i.e., the
Manufacturing excluding ICT production and
the Other goods production sectors, into a broad
(aggregate) Goods production sector; and the
three services-providing sectors, i.e., the Distri-
bution, the Finance and business services, and
the Personal services sectors, into a broad (aggre-
gate) Services sector.

In Table 9.1 the detailed description and the
corresponding abbreviations of the six sectors

are listed. Meanwhile, the precise composition
of each sector in terms of the industry codes is
also presented. Note that the sector definition/
classification applied here is in accordance with
that in the EU KLEMS database (see O’Mahony
and Timmer, 2009; Timmer et al., 2010), which
is of potential use for comparable analysis in
the future.

9.3 Methodology: industry contributions
to aggregate growth

Normally, general interests from the
academia, government, or even the public in a
country are frequently shown to be on the per-
formance of aggregate economy and/or sectors
which is reflected by a number of headline indi-
cators, among which the most famous may be
the GDP and its growth rate.

In the Norwegian KLEMS database, the meth-
odologies are outlined as regards how to mea-
sure the performance of individual industries
in terms of their outputs, inputs, and productiv-
ity growth. Therefore, from a bottom-up
perspective to investigating economic growth,
linkages between the aggregate indicators and
the underlying disaggregate industry measures
have to be clarified.

There are several approaches to obtaining
measures of aggregate output, inputs, and pro-
ductivity growth, based on exactly the same un-
derlying detailed industry-level data and the
derived industry-specific indicators of perfor-
mance. These approaches differ in the restrictive-
ness of their assumptions made and thus give
rise to different estimates of the aggregate eco-
nomic growth and the corresponding conclu-
sions about the sources of economic growth.

The first approach, most restrictive, is an
aggregate production function approach; the
second, less restrictive, is an aggregate produc-
tion possibility frontier approach; and the third,
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TABLE 9.1 Industries/Sectors in the market economy of mainland Norway.

Industries Sectors

Code Description Abbreviation Description

KNR2326 Computer and electronics ELECOM ICT production (including
electrical machinery
manufacturing and post and
communication services)

KNR2327 Electrical equipment

KNR2353 Post and distribution

KNR2361 Telecommunication

KNR2362 Information services

KNR2310 Food products, beverages and tobacco MEXELEC Manufacturing (excluding
electrical machinery)

KNR2312 Fish farming

KNR2313 Textiles, wearing apparel, leather

KNR2315 Manufacture of wood and wood products

KNR2316 Wood processing

KNR2317 Graphic production

KNR2318 Production of coal and refined petroleum

KNR2319 Chemical raw goods

KNR2320 Chemical products

KNR2321 Production of pharmaceutical products

KNR2322 Rubber and plastic products

KNR2323 Other chemical and mineral products

KNR2324 Metal raw goods

KNR2325 Metal products

KNR2328 Machinery and equipment

KNR2329 Production of transport equipment

KNR2330 Building of ships

KNR2331 Building of oil platforms and modules

KNR2332 Other industry production

KNR2333 Repair/installation of machinery/equipment

KNR2301 Agriculture, hunting OTHERG Other production (including
agriculture, mining, utilities and
construction)KNR2302 Forestry

KNR2303 Fishing

KNR2304 Aquaculture
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TABLE 9.1 Industries/Sectors in the market economy of mainland Norway.dcont'd

Industries Sectors

Code Description Abbreviation Description

KNR2305 Mining and quarrying

KNR2335 Production of electricity

KNR2336 Transport and sale of electricity

KNR2337 Other energy, district heating and gas

KNR2341 Building development

KNR2342 Construction

KNR2344 Wholesale/retail trade, repair of motor vehicles. DISTR Distribution (including Trade
and transportation)

KNR2346 Passenger transport

KNR2347 Goods transport

KNR2350 Domestic maritime transport

KNR2351 Air transport

KNR2352 Services connected to transport

KNR2307 Service activities incidental to oil and gas FINBU Finance and business services
(excluding housing services)

KNR2358 Publishing business

KNR2364 Financial services

KNR2367 Managing real estate

KNR2370 Architecture/legal/accounting/consulting

KNR2372 Research and Development

KNR2373 Marketing/veterinary and other services

KNR2377 Leasing, travel, other business services

KNR2338 Water supply, sewerage, waste PERS Personal services (including
hotels, restaurants and
community, social and personal
services)

KNR2356 Hotel and restaurant

KNR2385 Education/training

KNR2386 Health services

KNR2387 Social welfare services

KNR2390 Cultural/sports/leisure activities

KNR2394 Membership and other private activities

KNR2397 Paid household works

Source: Statistics Norway and EU KLEMS database (www.euklems.net).
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least restrictive, is a direct aggregation across in-
dustries approach.6

It is the third approach, i.e., the direct ag-
gregation across industries approach, that
was taken in constructing the current Norwe-
gian KLEMS database. Based on this
approach, the contribution of each industry
to the aggregate growth is given by industry
growth multiplied by industry shares of value
added.

Suppose the volume of aggregate value
added is denoted as GDP, such that the aggre-
gate nominal value of GDP is simply the sum
over nominal value added in all industries in a
country:

PGDPGDP ¼
X
j

PZ
j Zj; (9.1)

where PGDP is the price index of GDP, and PZ
j is

the price index of industry j’s value added, the
latter being denoted as Zj.

The volume growth of GDP is then defined
as a T€ornqvist index, that is, a weighted
industry value-added volume growth as the
following:

D ln GDP ¼
X
j

vGDP
Z;j D ln Zj; (9.2)

where vGDP
Z;j is the period-average share of indus-

try j in nominal value of aggregate value added,
and

vGDP
Z;j ¼

PZ
j ZjP
jP

Z
j Zj

: (9.3)

We then define total aggregate hours worked
(H) as the sum of industry hours (Hj) worked
over all industries, such that H ¼ P

j
Hj.

It follows that the corresponding aggregate
ALP can be defined as GDP

H .
As shown in Liu (2017), the industry value-

addedebased ALP is defined as zj ¼ Zj

Hj
, and

the corresponding growth decomposition of
value-added ALP into its various components
as:

Dln zj ¼ vZITH;jDln kITHj þ vZITS;jDln kITSj

þ vZRD;jDln kRDj þ vZOA;jDln kOA
j

þ vZL;jDln LCjþDln AZ
j ;

(9.4)

where kITHj ¼ KITH
j

Hj
; kITSj ¼ KITS

j

Hj
; kRDj ¼ KRD

j

Hj
;

kOA
j ¼ KOA

j

Hj
, and LCj ¼ Lj

Hj
are input density

(i.e., volume per hour worked) of Hardware
(ITH), Software (ITS), R&D (RD), Other assets
(OA), and labor services, respectively; vZITH;j,

vZITS;j, v
Z
RD;j, v

Z
OA;j, and vZL;j are the corresponding

period-average nominal value-added share; AZ
j

is the value-addedebased MFP in industry j.
As demonstrated in Stiroh (2002), the aggre-

gate ALP growth can be decomposed into indus-
try contributions as follows:

Dln
GDP
H

¼
X
j

vGDP
Z;j Dln zj

þ
�X

j

vGDP
Z;j Dln Hj�Dln H

�

¼
X
j

vGDP
Z;j Dln zjþR

(9.5)

The term in brackets in Eq. (9.5) is the
reallocation of hours (R) and reflects differences
in the share of an industry in aggregate value
added and its share in aggregate hours worked.
This term will be positive when industries with
an above-average labor productivity level show
positive employment growth or when industries

6 For more comprehensive discussions on the three aggregation approaches, please refer to Jorgenson (1990) and
Jorgenson et al. (2005).
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with below-average labor productivity have
declining employment shares.

Based on Eq. (9.5), we define the contribution
of industry j’s labor productivity to the overall
aggregate ALP growth as:

CTLPLP;j ¼ vGDP
Z;j Dln zj (9.6)

By inserting Eq. (9.4) into Eq. (9.5), we have

Dln
GDP
H

¼
X
j

vGDP
Z;j ðvZITH;j Dln kITHj

þ vZITS;j Dln kITSj þ vZRD;j Dln kRDj

þ vZOA;j Dln kOA
j þ vZL;j Dln LCj

þ Dln AZ
j ÞþR

(9.7)

In this way, the contribution of various inputs
and MFP growth from each industry to the
aggregate ALP growth can be calculated.

We define the contribution of Hardware (ITH)
capital deepening (i.e., volume per hour worked)
in industry j to the aggregate ALP growth as:

CTLPITH;j ¼ vGDP
Z;j �

�
vZITH;jDln kITHj

�
¼ vGDP

ITH;jDln kITHj ;
(9.8)

which is the growth of Hardware (ITH) capital
per hour worked in industry j weighted by the
share of Hardware (ITH) capital compensation
in industry j in aggregate nominal value added
(vGDP

ITH;j). The weight itself is the product of the
share of industry j in aggregate value added
(vGDP

Z;j ) and the share of Hardware (ITH) capital
compensation in industry j’s value added (vZITH;j).

Similarly, we define the contribution to the
aggregate ALP growth from the deepening of
Software (ITS), R&D, and Other assets in indus-
try j, respectively, as:

CTLPITS;j ¼ vGDP
Z;j �

�
vZITS;jDln kITSj

�
¼ vGDP

ITS;jDln kITSj ;
(9.9)

CTLPRD;j ¼ vGDP
Z;j �

�
vZRD;jDln kRDj

�
¼ vGDP

RD;jDln kRDj ;
(9.10)

CTLPOA;j ¼ vGDP
Z;j �

�
vZOA;jDln kOA

j

�
¼ vGDP

OA;jDln kOA
j ;

(9.11)

which are the growth of Software (ITS), R&D,
and Other assets per hour worked in industry j
weighted by the respective share of Software
(ITS), R&D, and Other assets compensation in in-
dustry j in aggregate nominal value added. The
weight applied is the product of the share of in-
dustry j in aggregate value added (vGDP

Z;j ) and the
share of each of the corresponding capital
compensation in industry j’s value added (i.e.,
vZITS;j, v

Z
RD;j, and vZOA;j).

Then, the contribution to the aggregate ALP
growth from labor compositional change is
defined as:

CTLPLC;j ¼ vGDP
Z;j �

�
vZL;jDln LCj

�
¼ vGDP

L;j Dln LCj;
(9.12)

which is the growth of labor services per hour
worked in industry jweighted by the share of la-
bor compensation in industry j in aggregate
nominal value added (vGDP

L;j ). Again, the weight
is the product of the share of industry j in aggre-
gate value added (vGDP

Z;j ) and the share of labor
compensation in industry j’s value added (vZL;j).

Finally, the contribution to the aggregate ALP
growth fromindustry j’sMFP growth is defined as:

CTLPMFP;j ¼ vGDP
Z;j Dln AZ

j ; (9.13)

which is the growth of MFP in industry j
weighted by the share of industry j in aggregate
value added.

9.4 Aggregate ALP growth decomposed by
sources

By following the methodology outlined in
Section 9.3, the basic decomposition of the
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annual aggregate ALP growth in the market
economy of mainland Norway is undertaken
for different contribution sources. The decompo-
sition results for the entire period (1997e2014),
as well as those for the two subperiods
(1997e2006 and 2006e14), are presented in
Table 9.2.

The first three rows in Table 9.2 indicate the
breakdown of the aggregate ALP growth in the
market economy of mainland Norway into two
general terms, i.e., the weighted growth of
industry-level ALP growth and the reallocation
term as defined in Eq. (9.5) in Section 9.3. The
first row shows that although the aggregate
ALP growth in the market economy of mainland
Norway was positive over the entire period
(2.15% per year on average), it had more than
halved from the first subperiod (2.89% per year
on average) to the second (1.33% per year on
average).

The second row in Table 9.2 indicates that the
reallocation of labor between industries had a
positive impact on the aggregate ALP growth
as hours worked were reallocated to industries
with higher levels of labor productivity. For the
entire period, as well as for the two subperiods,
this relocation effect remained more or less the
same (around 0.2% per year on average). As a
result, the industry-weighted ALP growth as
given in the third row in Table 9. 2 had also
more than halved from the first subperiod
(2.68% per year on average) to the second
(1.15% per year on average).

In Table 9.2, the industry-weighted ALP
growth is further decomposed into the
industry-weighted contributions of various fac-
tors, such as production inputs (consisting of
capital and labor) and the MFP growth, calcu-
lated by following Eqs. (9.8)e(9.13), respectively,
for each industry. The capital input growth in-
cludes the growth of the intensity (i.e., volume
per hour) of Hardware (ITH), Software (ITS),
R&D capital, and Other assets. The labor input
growth is the growth of labor composition
change, or in other words, the growth of labor
services per hour worked.

As shown, the MFP growth was clearly the
dominant one among all factors contributing to
the industry-weighted ALP growth for the entire
period (1.35% per year on average). It was also
the case for the two subperiods as well, although
the magnitude of the MFP growth had decreased
from the first subperiod (1.55% per year on
average) to the second (1.13%per year on average).

Apart from the MFP growth, for the entire
period, the largest contribution factor was Other
assets deepening (0.38% per year on average),
the second largest was Hardware (ITH) capital
deepening (0.17% per year on average), the third
was the change of labor composition (0.04% per
year on average), the fourth was R&D capital
deepening (0.03% per year on average), and the
fifth, also the smallest one, was Software (ITS)
capital deepening, of which the contribution
was the only negative one among all factors

TABLE 9.2 Sources of aggregate ALP (average labor
productivity) growth in the market
economy of mainland Norway (%).

1997e
2014

1997e
2006

2006e
14

Aggregate ALP 2.15 2.89 1.33

Reallocation 0.19 0.21 0.18

Industry-weighted ALP 1.96 2.68 1.15

Contribution to industry-
weighted ALP

Labor composition 0.04 0.14 �0.07

Hardware (ITH) capital per hour 0.17 0.39 �0.07

Software (ITS) capital per hour �0.02 �0.03 0.01

R&D capital per hour 0.03 0.00 0.07

Other assets per hour 0.38 0.64 0.09

Multifactor productivity (MFP) 1.35 1.55 1.13

Notes: The table gives the contributions of industry-level inputs per
hour worked and MFP to aggregate ALP growth.
Source: Calculations are based on Norwegian KLEMS database, July 2017.
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(-0.02% per year on average). This ranking order
of contribution factors for the entire period also
held for the first subperiod.

From the first to the second subperiod, how-
ever, the ranking order of contribution factors
had dramatically changed. In the second subpe-
riod, apart from the MFP growth, Other assets
deepening was still the largest contribution fac-
tor, thoughwith a significant contribution reduc-
tion in magnitude over the two subperiods (from
0.64% reduced to 0.09% per year on average). On
the other hand, R&D and Software (ITS) capital
deepening had climbed up to become the second
(0.07% per year on average) and the third (0.01%
per year on average) largest contribution factors,
respectively, in the second subperiod. In partic-
ular, the contribution from Software (ITS) capital
deepening had, from negative in the first subpe-
riod (-0.03% per year on average), turned out to
be positive in the second.

On the contrary, the change of labor composi-
tion and Hardware (ITH) capital deepening had
dropped substantially to become the fourth
(-0.07% per year on average) and the fifth
(-0.07% per year on average) largest contribution
factors, respectively, in the second subperiod.
Even worse, both of their contributions had,
from positive in the first subperiod (0.14% and
0.39% per year on average for the change of labor
composition and Hardware [ITH] capital deep-
ening, respectively), deteriorated abruptly to
become negative in the second subperiod.

In the following sections, the aggregate contri-
butions from various capital and labor inputs
and the MFP growth as shown in Table 9.2 will
be broken down by the six sectors that make
up the total market economy of mainland Nor-
way (see Table 9.1 in Section 9.2). The purpose
is to identify the sector growth origins in the
market economy of mainland Norway. In addi-
tion to the investigation on the entire period, spe-
cial focus will be put on the changes that had
occurred from the first subperiod to the second.

Formally, we first analyze the contributions of
sector ALP growth to the aggregate ALP growth

in Section 9.5, and then decompose the industry-
weighted contributions further into the origins of
various capital and labor inputs by sector in Sec-
tion 9.6, and into those of the sector MFP growth
in Section 9.7.

9.5 Contributions by sector ALP

The estimated ALP growth for the six sectors
that make up the total market economy of main-
land Norway is reported in the upper panel in
Table 9.3, which provides average annual com-
pound growth rates for the entire period
(1997e2014), and for the two subperiods
(1997e2006 and 2006e14) as well.

Over the entire period, the overall annual ALP
growth in (aggregate) Goods production sector
was higher than that in (aggregate) Services
sector (2.11% vs. 1.50%). However, the former
was lower in the first subperiod (1.86% vs.
2.82%), while much higher in the second subpe-
riod (2.41% vs. 0.09%), than the latter.

Considering the six sectors individually,
except for the Manufacturing sector, all other
sectors had experienced an ALP growth slow-
down over the two subperiods, leading to an
overall ALP growth slowdown for the total mar-
ket economy. Apparently, this ALP growth
slowdown was mainly driven by the bad perfor-
mance of services sector, and especially, by that
of the Distribution services sector over the two
subperiods.

As shown in Eq. (9.6), the importance of an in-
dustry or sector in explaining its contribution to
the aggregate ALP growth (CTLPLP,j) does
depend not only on its productivity growth rate
(Dlnzj) but also on its value share in aggregate
value added for the total market economy (vGDP

Z;j ).
In Table 9.3, the average share in aggregate

value added for the six sectors are listed in the
middle panel. And the corresponding contribu-
tion by each sector to the aggregate ALP growth
is calculated by applying Eq. (9.6), and the re-
sults are presented in the lower panel in
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TABLE 9.3 Contributions by sector ALP (average labor productivity) to aggregate ALP growth (%).

1997e2014 1997e2006 2006e14

Average annual compound growth in labor productivity

Total market economy of mainland Norway 2.15 2.89 1.33

ICT production (ELECOM) 4.90 5.21 4.51

Goods 2.11 1.86 2.41

Manufacturing (MEXELEC) 3.28 2.04 5.02

Other goods (OTHERG) 1.02 1.66 0.34

Services 1.50 2.82 0.09

Distribution (DISTR) 2.30 4.35 �0.21

Finance and business (FINBU) 1.60 2.59 0.70

Personal (PERS) �0.92 �0.52 �1.41

Average share in aggregate value added

Total market economy of mainland Norway 100 100 100

ICT production (ELECOM) 7.53 8.00 7.01

Goods 33.34 34.37 32.20

Manufacturing (MEXELEC) 16.03 17.66 14.21

Other goods (OTHERG) 17.31 16.71 17.99

Services 59.11 57.64 60.79

Distribution (DISTR) 22.22 23.23 21.09

Finance and business (FINBU) 28.24 25.45 31.39

Personal (PERS) 8.65 8.96 8.31

Contribution to aggregate labor productivity growth

Total market economy of mainland Norway 2.15 2.89 1.33

ICT production (ELECOM) 0.37 0.42 0.32

Goods 0.70 0.64 0.78

Manufacturing (MEXELEC) 0.53 0.36 0.71

Other goods (OTHERG) 0.18 0.28 0.06

Services 0.89 1.63 0.05

Distribution (DISTR) 0.51 1.01 �0.05

Finance and business (FINBU) 0.45 0.66 0.22

Personal (PERS) �0.08 �0.05 �0.12

Reallocation effect 0.19 0.21 0.18

Notes: Numbers may not sum exactly due to rounding.
Source: Calculations are based on the Norwegian KLEMS database, July 2017.
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Table 9.3, which shows a different picture from
the upper panel in the same table.

For instance, over the entire period, the contri-
bution to the aggregate ALP growth by the
sector of Finance and Business services was
0.45 percentage points, which is among higher
levels if compared to those by other sectors.
However, this is not because growth in this
sector was particularly high. In fact, the annual
ALP growth of this sector was just 1.60%, which
was lower than the arithmetic average across all
sectors, but due to its large share of value added
in the total market economy (28.24%, the largest
among all sectors), its contribution was substan-
tially high.

On the other hand, the annual ALP growth in
the ICT production sector was much higher
(4.90%, the highest among all sectors), but as its
share in aggregate value added was only small
(7.53%), its contribution to the aggregate ALP
growth was only 0.37% over the entire period.

As reflected by the lower panel in Table 9.3,
the Distribution and the Finance and business
services sectors had experienced the largest
contribution decreases over the two subperiods.
For example, the contribution from the Distribu-
tion services sector had even (from positive,
1.01%) become negative (-0.05%). This is in line
with the findings from analyses at detailed in-
dustry level. For instance, a half number of in-
dustries in the Distribution services sector were
among the top 10 industries that had the largest
contribution decreases, and two industries in the
Finance and business services sector were
among the top five industries with largest contri-
bution decreases (see Liu, 2018b).

9.6 Sector contributions by capital and
labor inputs

9.6.1 Other assets

Following Eq. (9.11), the contribution to the
industry-weighted ALP growth of Other assets

(i.e., all assets other than Hardware [ITH], Soft-
ware [ITS], and R&D) per hour worked is esti-
mated and then provided in Table 9.4 for the
six sectors. The estimates are presented both for
the entire period (1997e2014) and for the two
subperiods (1997e2006 and 2006e14) as well.

Note that the figures in the first row in
Table 9.4 are the same as those in the row with
the title of “Other assets per hour” in Table 9.2,
which are the contribution to the aggregate
ALP growth from Other assets deepening,
summed across all industries/sectors in the total
market economy of mainland Norway.

As shown in Table 9.4, in terms of Other as-
sets, the largest contribution came from the
Finance and business services sector, both for
the entire period and for the two subperiods.
From the first subperiod to the second, without
exception, the contribution of Other assets deep-
ening from all the six sectors had reduced, and
that from some had even (from positive) become
negative in the second subperiod. Furthermore,
the Finance and business services sector had

TABLE 9.4 Contribution of Other assets deepening
by sector (%).

1997e
2014

1997e
2006

2006e
14

Total market economy of
mainland Norway

0.38 0.64 0.09

ICT production (ELECOM) 0.02 0.03 0.00

Goods 0.08 0.14 0.02

Manufacturing (MEXELEC) 0.06 0.08 0.04

Other goods (OTHERG) 0.02 0.06 �0.02

Services 0.28 0.46 0.07

Distribution (DISTR) 0.02 0.04 0.00

Finance and business (FINBU) 0.24 0.36 0.10

Personal (PERS) 0.02 0.06 �0.03

Notes: Numbers may not sum exactly due to rounding.
Source: Calculations are based on the Norwegian KLEMS database, July
2017.
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the largest contribution decrease among all the
six sectors over the two subperiods.

9.6.2 Hardware (ITH)

Bymeans of Eq. (9.8), the contribution by each
of the six sectors to the industry-weighted ALP
growth of Hardware (ITH) per hour worked is
estimated and reported in Table 9.5, both for
the entire period (1997e2014), and for the two
subperiods (1997e2006 and 2006e14).

As shown in Table 9.5, the contribution from
the six sectors were all positive, both for the
entire period and for the first subperiod. Howev-
er, from the first to the second subperiod, the
contribution from all the six sectors had reduced
to either almost zero for the ICT production and
the goods production sectors (i.e., the
Manufacturing and the Other goods production
sectors), or even negative for all services sectors
(i.e., the Distribution, the Finance and business,
and the Personal services sectors).

As a result, the summed contribution of the
total market economy of mainland Norway

had, from positive value in the first subperiod,
become negative one in the second (from 0.39%
to -0.07%). In addition, the contribution from
the ICT production sector had one of the largest
decrease, just following those by the Finance and
business and the Distribution services sectors
over the two subperiods. This could be largely
related to the nature of the ongoing technological
change in the digital economy, which has shifted
from investing in ICT hardware to outsourcing
ICT services.

9.6.3 Software (ITS)

The contribution of each of the six sectors to
the aggregate ALP growth of Software (ITS)
per hour worked is computed by applying Eq.
(9.9) in Section 9.3. The estimated results are pre-
sented in Table 9.6, both for the entire period
(1997e2014) and for the two subperiods
(1997e2006 and 2006e14).

Recall that in Table 9.2, “Software (ITS) capital
per hour” is the only source that had the

TABLE 9.6 Contribution of Software (ITS) deep-
ening by sector (%).

1997e2014 1997e2006 2006e14

Total market economy of
mainland Norway

�0.02 �0.03 0.01

ICT production (ELECOM) �0.01 0.01 �0.02

Goods 0.01 0.01 0.01

Manufacturing (MEXELEC) 0.00 0.00 0.00

Other goods (OTHERG) 0.01 0.01 0.01

Services �0.01 �0.05 0.03

Distribution (DISTR) �0.01 �0.01 �0.01

Finance and business
(FINBU)

0.00 �0.04 0.04

Personal (PERS) 0.00 0.00 0.00

Notes: Numbers may not sum exactly due to rounding.
Source: Calculations are based on the Norwegian KLEMS database, July
2017.

TABLE 9.5 Contribution of Hardware (ITH) deep-
ening by sector (%).

1997e2014 1997e2006 2006e14

Total market economy of
mainland Norway

0.17 0.39 �0.07

ICT production (ELECOM) 0.04 0.07 0.00

Goods 0.04 0.09 0.00

Manufacturing (MEXELEC) 0.03 0.06 0.00

Other goods (OTHERG) 0.01 0.03 0.00

Services 0.08 0.23 �0.08

Distribution (DISTR) 0.04 0.10 �0.02

Finance and business
(FINBU)

0.03 0.10 �0.05

Personal (PERS) 0.01 0.03 �0.01

Notes: Numbers may not sum exactly due to rounding.
Source: Calculations are based on the Norwegian KLEMS database, July
2017.
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negative contribution to the aggregate ALP
growth for the entire period, and for the first sub-
period as well. As shown in Table 9.6, this is pri-
marily due to that the contribution from
“Software (ITS) capital per hour” was negative
for two sectors, i.e., the ICT production and the
Distribution services sectors for the entire
period, and the Distribution and the Finance
and business services sectors for the first
subperiod.

Table 9.6 also shows that the contribution
from “Software (ITS) capital per hour” of the to-
tal market economy of mainland Norway had
finally ended up with a positive number in the
second subperiod, though small in magnitude,
thanks to the substantial increase in the contribu-
tion that had beenmade by the Finance and busi-
ness services sector over the two subperiods.

In fact, the Finance and business services
sector is the only sector of which the contribution
had (from negative, -0.04%) become positive
(0.04%), while those by the Manufacturing, the
Other goods production, the Distribution ser-
vices, and the Personal services sectors remained
more or less the same over the two subperiods.
In addition, quite against the whole picture, the
contribution by the ICT production sector had,
from positive in the first subperiod (0.01%),
become negative (-0.02%) over the same two
subperiods.

The findings are in line with those from ana-
lyses at more detailed industry level (see Liu,
2018b). For instance, four of the top five indus-
tries with largest contribution increases were
from the Finance and business services sector.
On the other hand, three of the five industries
with largest contribution decreases were from
the ICT production sector, which is also the
sector that had the largest contribution decrease
over the two subperiods, as shown in Table 9.6.

9.6.4 R&D

Likewise, the contribution of each of the six
sectors to the aggregate ALP growth of R&D
per hour worked is estimated by using Eq.
(9.10) in Section 9.3. The estimated results are
provided in Table 9.7, both for the entire period
(1997e2014) and for the two subperiods
(1997e2006 and 2006e14).

Notice that in Table 9.2, in terms of contribu-
tion sources, “R&D capital per hour” is one of
the two sources that had improved their contri-
butions to the aggregate ALP growth over the
two subperiods.7 As shown here in Table 9.7,
for all the six sectors that make up the total mar-
ket economy, the contribution of R&D capital
deepening had either increased or remained
more or less the same over the two subperiods,
although all the contributions were relatively
small in magnitude.

TABLE 9.7 Contribution of R&D deepening by
sector (%).

1997e2014 1997e2006 2006e14

Total market economy
of mainland Norway

0.03 0.00 0.07

ICT production (ELECOM) �0.01 �0.01 0.01

Goods 0.01 0.00 0.02

Manufacturing (MEXELEC) 0.01 0.00 0.02

Other goods (OTHERG) 0.00 0.00 0.00

Services 0.02 0.00 0.04

Distribution (DISTR) 0.00 0.00 0.00

Finance and business
(FINBU)

0.02 0.00 0.04

Personal (PERS) 0.00 0.00 0.00

Notes: Numbers may not sum exactly due to rounding.
Source: Calculations are based on the Norwegian KLEMS database, July
2017.

7 The other source is “Software (ITS) capital per hour”which had even improved its contribution from negative in the
first subperiod to become positive in the second (see Table 9. 2).
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Compared to other sectors, theManufacturing,
the ICT production, and the Finance and busi-
ness services sectors had the largest contribution
increases over the two subperiods. This is also in
line with the findings from analyses at more
detailed industry level. For instance, among the
top 10 industries with largest contribution in-
creases, 4 were from the Manufacturing sector,
2 from the ICT production sector, and the rest
4from the Finance and business services sector
(see Liu, 2018b).

9.6.5 Changes in labor composition

Using Eq. (9.12), the contribution of each of
the six sectors to the aggregate ALP growth of la-
bor composition change is estimated and pro-
vided in Table 9.8, both for the entire period
(1997e2014) and for the two subperiods
(1997e2006 and 2006e14).

Similar with most of the other sources as
shown in Table 9.2, for the total market economy
of mainland Norway, the change of “labor
composition” is one source that had positive

contribution to the aggregate ALP growth for
the entire period; and had reduced its contribu-
tion over the two subperiods. Moreover, its
contribution had even from positive in the first
subperiod reduced to the negative in the second,
which is similar with that by “Hardware (ITH)
capital per hour.”

However, as for the six sectors considered
individually, the contribution of “labor composi-
tion change” demonstrated a rather varied pic-
ture. As shown in Table 9.8, for the entire
period, the contributions were negative only
for two sectors (i.e., the Other goods production,
and the Distribution services sectors), while pos-
itive for the rest four sectors.

Over the two subperiods, although three sec-
tors (i.e., the ICT production, the Finance and
business services, and the Personal services sec-
tors) had increased their positive contributions,
two sectors (i.e., the Manufacturing and the Dis-
tribution services sectors) had reduced their pre-
viously positive contributions to become the
negative ones, and one sector (i.e., the Other
goods production sector)’s contribution had
deteriorated in the second subperiod from
already a negative one in the first subperiod.

9.7 Contributions by sector MFP

The estimated MFP growth for the six sectors
that make up the market economy of mainland
Norway is reported in the upper panel in
Table 9.9, which provides the estimated average
annual compound MFP growth rates for the
entire period 1997e2014, as well as for the two
subperiods of 1997e2006 and 2006e14.

Similar with ALP growth as shown in
Table 9.3, for the total market economy, the
MFP growth was positive for the entire period,
as well as for the two subperiods, and had
decreased from the first to the second subperiod.
As shown in Table 9.9, over the entire period, the
MFP growth in (aggregate) Goods production
sector was larger than that in (aggregate) Services

TABLE 9.8 Contribution of labor composition
change by sector (%).

1997e2014 1997e2006 2006e14

Total market economy
of mainland Norway

0.04 0.14 �0.07

ICT production (ELECOM) 0.02 0.02 0.03

Goods �0.06 0.02 �0.16

Manufacturing (MEXELEC) 0.01 0.04 �0.03

Other goods (OTHERG) �0.07 �0.02 �0.13

Services 0.09 0.11 0.07

Distribution (DISTR) �0.02 0.05 �0.10

Finance and business
(FINBU)

0.09 0.04 0.14

Personal (PERS) 0.02 0.02 0.03

Notes: Numbers may not sum exactly due to rounding.
Source: Calculations are based on the Norwegian KLEMS database, July
2017.
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TABLE 9.9 Contributions by sector multifactor productivity (%).

1997e2014 1997e2006 2006e14

Average annual compound growth in multifactor productivity

Total market economy of mainland Norway 1.35 1.55 1.13

ICT production (ELECOM) 4.06 3.81 4.38

Goods 1.85 1.10 2.76

Manufacturing (MEXELEC) 2.58 1.01 4.78

Other goods (OTHERG) 1.17 1.19 1.16

Services 0.72 1.50 �0.12

Distribution (DISTR) 2.15 3.54 0.44

Finance and business (FINBU) 0.27 0.76 �0.18

Personal (PERS) �1.53 �1.71 �1.30

Average share in aggregate value added

Total market economy of mainland Norway 100 100 100

ICT production (ELECOM) 7.53 8.00 7.01

Goods 33.34 34.37 32.20

Manufacturing (MEXELEC) 16.03 17.66 14.21

Other goods (OTHERG) 17.31 16.71 17.99

Services 59.11 57.64 60.79

Distribution (DISTR) 22.22 23.23 21.09

Finance and business (FINBU) 28.24 25.45 31.39

Personal (PERS) 8.65 8.96 8.31

Contribution to industry-weighted multifactor productivity growth

Total market economy of mainland Norway 1.35 1.55 1.13

ICT production (ELECOM) 0.31 0.30 0.31

Goods 0.61 0.38 0.89

Manufacturing (MEXELEC) 0.41 0.18 0.68

Other goods (OTHERG) 0.20 0.20 0.21

Services 0.43 0.86 �0.08

Distribution (DISTR) 0.48 0.82 0.09

Finance and business (FINBU) 0.08 0.19 �0.06

Personal (PERS) �0.13 �0.15 �0.11

Notes: Numbers may not sum exactly due to rounding.
Source: Calculations are based on the Norwegian KLEMS database, July 2017.
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sector (1.85% vs. 0.72%), while during the first
subperiod, the former was lower than the latter
(1.10% vs. 1.50%).

The MFP growth slowdown for the total mar-
ket economy from the first subperiod to the sec-
ond was mainly driven by the performance
of services sectors, and in particular, by that of
the Distribution services sector. The increase of
the MFP growth during the second subperiod
for the (aggregate) Goods production sector
came largely from the Manufacturing sector.

Apart from these similarities, there are several
dissimilarities between the ALP and MFP
growth, especially, when considering the indi-
vidual performance by the six sectors. While
only the Manufacturing sector experienced a
growth enhance of ALP over the two subperiods
(see Table 9.3), both the Manufacturing and the
ICT production sectors, as well as the Personal
services sector, had improved their MFP growth,
although the MFP growth of the latter was still
negative in the second subperiod (see Table 9.9).

As shown in Eq. (9.13), the importance of an
industry or sector in explaining the MFP contri-
butions to the aggregate ALP growth
(CTLPMFP,j) does depend not only on its MFP
growth rate (Dln AZ

j ) but also on its value share
in aggregate valued added for the total market
economy (vGDP

Z;j ).
Based on Eq. (9.13), the MFP contributions by

the six sectors to the aggregate ALP growth are
estimated and presented in the lower panel in
Table 9.9, where the use is made of the multipli-
cation of the average share in aggregate value
added for each sector (as presented in the middle
panel in Table 9.9) with the corresponding sector
MFP growth (as shown in the upper panel in
Table 9.9).

In terms of the MFP contribution to the aggre-
gate ALP growth, the sector rankings are
different from those that are reflected by the

sector MFP growth, since the average sector
share of value added has played an important
role here. For instance, from the first subperiod
to the second, although the MFP growth of the
Other goods production sector had decreased
(from 1.19% to 1.16%), the estimated MFP contri-
bution by this sector had slightly increased (from
0.20% to 0.21%), simply because this sector is one
of the two sectors that had increased its average
share in aggregate value added over the two
subperiods (from 16.71% to 17.99%) (see
Table 9.9).8

As shown in Table 9.9, there were four sectors
(i.e., the ICT production, the Manufacturing, the
Other goods production, and the Personal ser-
vices sectors) having shown improvements of
their MFP contribution over the two subperiods.
The MFP contribution for the total market econ-
omy of mainland Norway, however, had actu-
ally decreased (from 1.55% to 1.13%) over the
same two subperiods. The main reason is that
the sector contribution from the other services
sectors, and especially, that from the Distribu-
tion services sector, had revealed a substantial
decrease over the two subperiods (from 0.82%
to 0.09%), which is in fact the largest contribution
decrease, compared to those by all the other sec-
tors over the two subperiods.

On the other hand, the performance of MFP
growth in the market economy of mainland Nor-
way was quite exceptional, especially during the
second subperiod, if compared with those by
other European countries and the USA (see Ink-
laar et al., 2019). While many other countries suf-
fered heavily from the 2008e09 Global Financial
Crisis, the market economy of mainland Norway
seemed to have weathered this difficult time
relatively well. This might be in part due to the
good performance by those industries that are
strongly related to the offshore oil and gas
extraction and maritime sector.

8 The other sector is the Finance and business services sector, of which the average share in aggregated value added
had increased from 25.45% to 31.39% over the two subperiods (see Table 9.9 and Table 9.3).
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Indeed, detailed analysis at industry level has
shown that from the first to the second subpe-
riod, the top five industries with largest increases
in MFP growth are from Goods production
sector, and in particular, from theManufacturing
sector, such as production of petroleum prod-
ucts, chemical products, and building of ships in-
dustries (see Liu, 2018b).

9.8 Growth patterns in diagram

9.8.1 Harberger diagram

In principle, the sector ALP growth can be
traced further down to the individual industry
origins, which is supposed to offer an increas-
ingly more detailed picture of the sources of eco-
nomic growth. However, the wealth of industry
detail may entail the risk of submerging the
broad picture into too much details and thus
losing appreciation of the overall pattern of the
growth process. To overcome this risk and to
complement the analyses as carried out so far,
the Harberger diagram will be applied in this
chapter as a way to characterize the overall
growth pattern of all the 57 industries that
make up the market economy of mainland Nor-
way (see Table 9.1).

Harberger diagrams can be used to visualize
how widespread various capital deepening, the
change of labor composition, and the MFP
growth are within an economy, by providing a
convenient and succinct graphical summary of
the industry pattern of growth (Harberger,
1998). The diagram shows the cumulative contri-
bution of the industries to the aggregate ALP
growth on the y-axis and the corresponding cu-
mulative share of these industries in aggregate
value added on the x-axis. The contributions by
various sources to the aggregate ALP growth
are calculated by following the methodologies
as outlined in Section 9.3.

The sources that will be investigated in the
following include the knowledge-based inputs

that are defined in this chapter, such as Hard-
ware (ITH), Software (ITS), R&D, and the change
of labor composition; as well as the MFP growth.

Formally, the industries are first ranked on
their contributions by descending order, so that
the fastest growing industries are to be found
near the origin. The resulting diagrams as
revealed can have several different patterns,
e.g., showing a more yeast-like or more
mushroom-like character, depending on the
number of industries contributing positively to
the aggregate ALP growth and the distribution
of growth rates.

Growth is considered to be yeast-like when it
is broad-based and takes place in many indus-
tries. Mushroom-like growth indicates a pattern
in which only a limited number of industries
contribute positively to the aggregate growth.
The analogy with yeast and mushrooms comes
from the fact that yeast causes bread to expand
slowly and evenly, while mushrooms are scat-
tered and pop up almost overnight, in a fashion
that it is not easy to predict (Harberger, 1998).

9.8.2 Hardware (ITH)

The Harberger diagram of Hardware (ITH)
capital growth for the two subperiods
(1997e2006 and 2006e14) is displayed in
Fig. 9.2. For the first subperiod, only 4 out of
the 57 industries had negative Hardware (ITH)
growth, and the total contribution, which was
positive, was relatively evenly distributed across
the industries. Clearly, the resulting growth
pattern can be regarded as being of yeast-like
character because Hardware (ITH) investment
was widespread across the industries in the mar-
ket economy of mainland Norway for the first
subperiod.

However, a dramatic change had occurred
over the two subperiods. In the second subpe-
riod, the growth pattern as shown was starkly
different from that for the first subperiod. There
were 36 industries having negative growth rates,
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indicating that the deceleration of Hardware
(ITH) investment was a widespread phenome-
non because it took place in most of the total
57 industries, and the deceleration was quite
substantial.

As a result, the total contribution of Hardware
(ITH) capital deepening ended up with a nega-
tive number in the second subperiod, and the
revealed pattern is a typical mushroom-like style

because only a limited number of industries
contributed positively to the aggregate growth
in this subperiod.

9.8.3 Software (ITS)

Fig. 9.3 provides the Harberger diagram of
Software (ITS) capital growth for the two subpe-
riods (1997e2006 and 2006e14). As shown, for
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FIGURE 9.2 Harberger diagram of ITH growth in the market economy, 1997e2006 and 2006e14. Source: Calculations are
based on the Norwegian KLEMS database, July 2017.
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FIGURE 9.3 Harberger diagram of ITS growth in the market economy, 1997e2006 and 2006e14. Source: Calculations are
based on the Norwegian KLEMS database, July 2017.
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the first subperiod, it appears that it is the last
added (to the accumulated contribution) indus-
try, i.e., KNR2364 (Financial services), that had
dragged down the accumulated total contribu-
tion from positive value to the negative one,
but the whole pattern is close to a yeast-like one.

During the second subperiod, though less in-
dustries had nonnegative growth, compared to
the first subperiod, their accumulated contribu-
tion, nonetheless, outweighed the accumulated
contribution from those industries that had
negative growth. The main reason is owing to
the outstanding performance by the Finance
and business services sector in the second subpe-
riod (also see Table 9.6 and Section 9.6.3), which
had the effect of having almost shifted up the
whole diagram over the two subperiods. As a
result, the total contribution of Software (ITS)
capital deepening was therefore a positive num-
ber in the second subperiod.

9.8.4 R&D

The Harberger diagram of R&D capital
growth for the two subperiods (1997e2006 and
2006e14) is shown in Fig. 9.4. During the first
subperiod, there were 20 industries having

negative R&D growth. Despite more industries
having nonnegative R&D growth, the contribu-
tion from each of these industries was very small
in magnitude. Therefore, the total contribution of
R&D capital deepening ended up with, though
positive, a very small number close to zero.

In the second subperiod, however, there were
41 out of the total 57 industries having nonnega-
tive growth, and the accumulated contribution
by those industries with negative growth were
very small. The resulting growth pattern for
the second subperiod can be regarded as being
of more yeast-like character, and the improve-
ment of R&D investment did not concentrate
only on a few industries. In fact, it was wide-
spread and took place in the most industries.

9.8.5 Change in labor composition

Fig. 9.5 presents the Harberger diagram of the
change of labor composition for the two subpe-
riods (1997e2006 and 2006e14). In the first sub-
period, the growth pattern was much closer to a
yeast-like one. In fact, only three industries had
negative growth, and the total contribution of
the change of labor composition became
positive.
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FIGURE 9.4 Harberger diagram of R&D growth in the market economy, 1997e2006 and 2006e14. Source: Calculations are
based on the Norwegian KLEMS database, July 2017.
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However, in the second subperiod, the
growth pattern had a significant change,
compared to that in the first subperiod. There
were 31 industries having negative growth,
and the industries with smallest contribution
came either from the Other goods production
sector,9 or from the Distribution services
sector10, which is consistent with the results as
discussed in Table 9.8 and Section 9.6.5.

Since the accumulated contribution by indus-
tries with negative growth outweighed that by
those with positive growth, the total contribu-
tion of the change of labor composition in the
second subperiod ended up with a negative
number. And the resulted growth pattern was
closer to a mushroom-like one.

9.8.6 Multifactor productivity

Fig. 9.6 gives the Harberger diagram of indus-
try MFP growth in the market economy of

mainland Norway for the two subperiods
(1997e2014 and 2006e14).

In the first subperiod, there were 20 industries
having negative MFP growth, and the total
contribution of MFP growth was positive; while
in the second subperiod, there were 19 industries
having negative growth, and the total contribu-
tion of MFP growth was still positive, although
it was lower than that in the first subperiod.
The fact that most of industries have positive
MFP growth indicates an increasingly more effi-
cient use of both labor and capital in these indus-
tries in the market economy of mainland
Norway.

From the first to the second subperiod, it
seems that the Harberger diagram of MFP
growth had just shifted downward, but with lit-
tle change in terms of the whole pattern. And
both diagrams in the two subperiods may sug-
gest that the MFP growth across industries was
between a mushroom-like and a yeast-like
growth pattern. The reason is that still a limited
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FIGURE 9.5 Harberger diagram of labor composition (LC) change in themarket economy, 1997e2006 and 2006e14. Source:
Calculations are based on the Norwegian KLEMS database, July 2017.

9 Such as KNR2342 (Construction), KNR2301 (Agriculture, Hunting), and KNR2303 (Fishing) (see Liu, 2018b).
10 Such as KNR2344 (Wholesale/retail trade, repair of motor vehicles), KNR2347 (Goods transport), and KNR2346
(Passenger transport) (see Liu, 2018b).
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number, but already much more than half, of the
total 57 industries had contributed positively to
the accumulated contribution for both two
subperiods.

In spite of this observation, it might well
happen that the MFP growth for some industries
had (from positive) become negative, while that
for some others had just been the opposite from
over the two subperiods (also see Section 9.7).

9.9 Concluding remarks

Based on the Norwegian KLEMS database,
this chapter investigates the growth origins
and visualizes the overall growth patterns
in the market economy of mainland Norway
for 1997e2014. Over the two subperiods
(1997e2006 and 2006e14), the aggregate ALP
growth appeared to have more than halved. In
fact, among all the six sectors that make up the
total market economy of mainland Norway,
except for the Manufacturing sector, a decline
in ALP growth is found in all the other sectors,
among which the Distribution, and the Finance
and business services sectors had by far the
largest decreases.

When considering the contribution to the
aggregate ALP growth from various capital
and labor inputs, as well as from the MFP
growth, the contribution from the latter was
clearly the dominant source, followed by that
from Other assets (defined as all assets rather
than Hardware, Software and R&D) deepening.
Over the two subperiods, however, the contribu-
tions from these two sources had declined, with
that from Other assets deepening showing the
largest decrease among all the sources. On the
other hand, the contributions from R&D and
Software (ITS) deepening had increased; while
those fromHardware (ITH) deepening and labor
composition change had decreased substan-
tially, with both from positive numbers
becoming negative ones.

The breakdown of the aggregate contributions
by the six sectors reveals that the contribution of
Hardware (ITH) deepening by all the six sectors
had reduced, and those by the Finance and busi-
ness, and the Distribution services sectors had the
largest decreases over the two subperiods. On the
contrary, none of the six sectors had experienced
a contribution decrease of R&D deepening over
the same two subperiods. Except for the ICT pro-
duction sector, the contribution of Software (ITS)
deepening by all the other sectors had experienced
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FIGURE 9.6 Harberger diagram of multifactor productivity (MFP) growth in the market economy, 1997e2006 and
2006e14. Source: Calculations are based on the Norwegian KLEMS database, July 2017.
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a nondecreasing change, and in particular, the
contribution by the Finance and business services
sector had a substantial increase over the two
subperiods.

The breakdown by the six sectors also shows
that three sectors (i.e., the ICT production, the
Finance and business services, and the Personal
services sectors) had increased their positive con-
tributions of labor composition change, while the
other three (i.e., the Manufacturing, the Distribu-
tion services, and the Other goods production
sectors) had reduced their contributions over
the two subperiods.

Moreover, there were four sectors having
improved theirMFPcontributions (i.e., the ICTpro-
duction, the Manufacturing, the Other goods pro-
duction, and the Personal services sectors), and
the other two had only experienced substantial
contribution decreases of the MFP growth over
the two subperiods (i.e., the Distribution services,
and the Finance and business services sectors).

Compared to other European countries and
the USA, the performance of MFP growth in
the market economy of mainland Norway was
exceptionally better, especially during the sec-
ond subperiod. Although it might be due to the
good performance by those Norwegian indus-
tries that are strongly related to the large
offshore oil and gas extraction and maritime
sector, the detailed linkages among them remain
to be further explored. Furthermore, the possible
correlation between the MFP growth and the
knowledge-based inputs (probably by including
other knowledge-relevant inputs such as oil and
gas exploration and evaluation capital) needs
also to be investigated in the future.

By visualizing the overall growth patterns of
the knowledge-based inputs and the MFP
growth across all industries in the market econ-
omy of mainland Norway, the Harberger dia-
grams demonstrate that over the two
subperiods, the growth pattern of Hardware
(ITH) had changed from a yeast-like pattern to
a mushroom-like one, because growth took place
in many industries in the first subperiod, while

only a limited number of industries had positive
growth in the second subperiod. In addition, the
growth decline was significantly substantial
across industries, leading to that the total accu-
mulated contribution had, from positive in the
first subperiod, become negative in the second.

Quite different from Hardware (ITH), over
the two subperiods, the growth pattern of R&D
had become more yeast-like one, and the total
accumulated contribution had, from close to
zero, become positive. The improvement of
R&D investment did not concentrate only on a
few industries. In fact, it was broad-based and
took place in many industries.

In the first subperiod, the growth pattern of
Software (ITS) was close to a yeast-like one.
However, the negative growth (but large in ab-
solute value) from just a few industries dragged
down the total accumulated contribution to
become negative. During the second subperiod,
the accumulated contribution from industries
with positive growth, nonetheless, outweighed
that from those with negative growth.

The growth pattern of labor composition
changes was also close to a yeast-like one in
the first subperiod, with only a few industries
having negative growth, resulting in a positive
accumulated contribution. However, it had
become close to a mushroom-like pattern in the
second subperiod with around half of the total
industries having negative growth. Even worse,
the accumulated contribution from those with
negative growth outweighed that from those
with positive ones.

Finally, the Harberger diagrams of the MFP
growth demonstrate that from the first subpe-
riod to the second, the diagram seemed to be
shifted down without other significant changes,
and the total accumulated contribution had,
though still positive, declined. Both diagrams
in the two subperiods suggest that the MFP
growth across industries was between a
mushroom-like and a yeast-like growth pattern,
simply because still a limited number, but
already much more than half, of the total 57
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industries had contributed positively to the accu-
mulated contribution for both two subperiods.

The rich and detailed findings from this chap-
ter are of potential use for policy-makings. For
instance, the overall growth patterns as dis-
played by the Harberger diagrams can answer
to the question of whether the growth across in-
dustries of various knowledge-based inputs and
the MFP growth concentrates only in a few in-
dustries or otherwise occurs more evenly across
the industries. Such information is essential for
possible policy intervention and evaluation, for
example, when designing R&D promotion pol-
icy in the country.

Moreover, the numerous results drawn upon
the analyses on the growth origins of the aggre-
gate ALP growth as carried out in this chapter
can well be taken to effectively make more
target-oriented and fine-tuned policies, with the
purpose of promoting the economic growth in
the market economy of mainland Norway in
the days to come.

Last but not least, recall that the market econ-
omy of mainland Norway accounts for only one,
though a majority, part of the total Norwegian
economy. For a comprehensive understanding
of the economic growth in the total Norwegian
economy, analyses on nonmarket activities, and
the offshore oil and gas extraction and maritime
sector, and equally, if not more, important, ana-
lyses on the detailed interlinkages among them,
are indispensable. All these analyses call for
further research in the future.
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10.1 Introduction

This chapter outlines the progress of KLEMS
projects in Australia and Russia and discusses
the industry sources of growth of these two
economies using the industry growth account-
ing framework of Jorgenson et al. (1987). For
both countries, the extension of growth ac-
counts to the KLEMS framework supports
deeper analysis of productivity slowdown con-
ditions since the mid-2000s. For example,
Russia KLEMS data help to better understand
the economic stagnation in Russia in the last
decade not only as the outcome of some domes-
tic challenges but also in the context of global
stagnation. Therefore, the development of
Russian KLEMS estimates is crucial for the
assessment of the economy’s dependence of its
growth in the export of natural resources. For
Australia, KLEMS estimates assist in a better
understanding of the impact of structural
changes, especially in services industries.

While the development of KLEMS in
Australia and Russia is based on the same

underlying framework, they differ with respect
to data coverage. For example, the Australia
KLEMS user cost shares account for taxation,
while in Russian KLEMS, the impact of taxes
has not been incorporated. Differences can
also be found in types of capital covered. In
contrast to Australia, Russian KLEMS follows
the original EU KLEMS methodology (Timmer
et al., 2010), which excludes land, ownership
transfer costs, and cultivated biological re-
sources. Russia has aligned the coverage of la-
bor inputs to industry national accounts data.
The Russian statistics office (Rosstat) developed
employment data, called the Balance of Labor
Inputs, which aligns to the National Accounts,
using both labor force survey (LFS) and
primary reports of firms. For Australia, labor
services for productivity estimates are still
sourced exclusively from a household-based
collection. However, the Australian Bureau of
Statistics (ABS) has introduced the experi-
mental Labour Account in 2017 with stronger
scope and coverage alignment to the National
Accounts.

Measuring Economic Growth and Productivity
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10.2 Australia KLEMS

10.2.1 Background of KLEMS
development in Australia

Since the late 2000s, interest has intensified
regarding the sources of economic growth in
the Australian economy. This is particularly rele-
vant against the backdrop of declining produc-
tivity growth in Australia, particularly over the
period 2004e05 to 2011e12. The need for better
informed debate has been the case internation-
ally as the productivity slowdown has been
widespread. To facilitate this, blueprints for
extended economic growth accounting frame-
works have become available to meet more
detailed and evidence-based economic analysis.
KLEMS specifically includes more extensive
industry-level growth analysis, including quan-
tifying the contribution to growth of specific
asset groupings, such as information technology
(IT), as well as labor composition. The additional
detail offered by the KLEMS growth accounts
has been particularly useful. This is because in-
termediate inputs, when further split into en-
ergy, materials, and services components,
inform the within-industry structural changes.

Australian studies have shown that there can
be significant heterogeneity in output and pro-
ductivity growth across industries (ABS,
2018a). Recognizing this, the ABS has extended
the growth accounts in the core economic statis-
tical products. Experimental KLEMS estimates
for Australian industries were first introduced
in 2016, covering KLEMS MFP estimates for 16
industry divisions that comprise the market
sector.1 In current price GVA (gross value
added) terms, the 16 industry market sector
grouping accounts for around 82% of GVA for

all industries in 2017e18. The estimates of
KLEMS industry growth accounts are available
from 1995e96 to t�1, based on the time series
of SUTs (supply and use tables) data from
1994e95, where t is the latest full financial year.

Prior to the KLEMS releases, the ABS released
annual indexes of labor productivity and multi-
factor productivity (MFP) for the market sector
aggregate since 1999, and for the industry divi-
sions since 2007. Industry MFP statistics are
available on both gross value added and gross
output (GO) basis.

An important enabler of the KLEMS develop-
ment is the SUTs.2 The SUTs provide KLEMS
with improved estimates of real output and
real intermediate inputs, through double defla-
tion. The SUTs also enable the estimation of vol-
ume indices and shares for energy, materials,
and services within an integrated growth ac-
counting framework.

There have been two key practical develop-
ments that facilitate the KLEMS project. First,
recent works (Jorgenson et al., 2005; Timmer
et al., 2010) now provide sufficient explicit detail
for a coherent structure of the growth accounts.
This has allowed the ABS to provide internally
coherent systems of both KLEMS and GVA pro-
ductivity estimates. Second, indices that users
once regarded as choices between alternatives
are now seen as a different perspective of the
same underlying economic story.

10.2.2 KLEMS industry output and
inputs

The KLEMS MFP measures are compiled in
the standard growth accounting framework,
which originates from the neoclassical theory of

1 ABS (2015b). “The market sector covers industries predominantly producing goods and services which are sold at
market prices.”
2 The ABS released the first issue of the time series of annual current price SUTs from 1994-95 to 2016-17 in December
2018. See ABS (2018b).
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economic growth formulated by Solow (1957).
Specifically, industry output is defined as a
function of a combination of labor, capital, inter-
mediate inputs, and technology. This was
further refined into the modern growth account-
ing framework by Jorgenson et al. (1987).
Following a similar approach, the ABS has
developed growth accounts for these variables
for the market sector industries. For a given in-
dustry, the KLEMS model can be expressed as
contribution to output growth components as
follows:

D ln GOt ¼ ewK
t D ln Kt þ ewL

t D ln Lt þ ewE
t D ln Et

þ ewM
t D ln Mt þ ewS

t D ln St þ D ln At

(10.1)

where D ln is the growth rate using natural
logarithm,

GOt is real gross output,
Kt is real capital services,ewK

t is the two period average capital cost
share,
Lt is real labor services (hours worked plus
labor composition),ewL

t is the two period average labor cost share,
Et is real intermediate input: energy,ewE

t is the two period average energy cost
share,
Mt is real intermediate input: materials,ewM

t is the two period average materials cost
share,
St is real intermediate input: services,ewS

t is the two period average services cost
share, and
At is GO-based MFP.

A brief description of the construction of the
variables, some practical challenges, and recent
developments are described below.

10.2.2.1 Labor input

The ABS publishes two types of labor input in
the Australian KLEMS growth account: hours
worked which are sourced from the LFS3 and la-
bor composition.4 While the hours worked
component implicitly assumes that the work-
force is homogenous in terms of its contribution
to output, the labor composition component cap-
tures changes in the composition of the work
force. Such changes are captured through ac-
counting for heterogeneity across different
groups of workers by characteristics such as
gender, education, and experience.5 Labor
composition data is sourced from the Census of
Population andHousing, which is released every
5 years in Australia.

The industry hours worked series is calcu-
lated as a simple elemental index based on
industry hours worked data. The quality-
adjusted labor input (QALI) series is computed
as a T€ornqvist index based on hours worked
weighted by the income share of employed
workers in each labor force group. The gap be-
tween the QALI and hours worked index repre-
sents labor composition.

Labor composition is a key component of la-
bor input growth for Australian market sector,
period 1994e95 to 2016e17. Fig. 10.1 shows
that the growth in QALI for the period was
around 50% higher than the growth in hours
worked series. The strength in QALI growth
resulted in a 13.3% rise in GVA-based MFP on

3 Industry total hours worked is calculated as total number of employed people multiplied by the average hours
worked per worker.
4 When hours worked and labor composition are combined, they represent quality-adjusted labor input. For details of
the conceptual framework for quality-adjusted labor input, see ABS (2005).
5 Classification of labor force is detailed in ABS (2015a).
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a QALI basis, as opposed to 20.8% rise in GVA-
based MFP on an hours worked basis for the
period. That is, around one-third of the hours
workedebased MFP can be attributed to
changes in labor composition. GVA-based MFP
growth is calculated as the growth of value-
added output minus the growth of combined in-
puts (labor and capital) as follows:

D ln GVA MFPt ¼ D ln Vt

�
�ezKt D ln Kt þezLt D ln Lt

�
(10.2)

where GVA MFPt is the GVA-based MFP,

Vt is value-added output, andezKt and ezLt are the respective two period
average income shares of capital and labor in
total factor income.

One particular challenge facing productivity
measurement is related to the alignment of in-
dustry output and industry labor input.
Comparing employment from household and
business surveys reveals significant differences
in employed person for a small number of

Australian industries. While much of the
variation is due to differences in methodology,
scope, coverage, and concept, it may also be
attributable to reporting errors. Possible
mismatch between industry output and
industry employment may be due to survey re-
spondents in LFS reporting the industry based
on occupation rather than the industry of
employment.

To improve the understanding and account
for these differences, the ABS has introduced
the experimental Labour Account in 2017. The
Labour Account provides a conceptual frame-
work to produce a coherent and consistent set
of aggregate labor market statistics. In particular,
the Labour Account aligns with the production
and residency boundaries of the Australian
System of National Accounts (ASNA). The
development of the Labour Account provides
an important improvement in the alignment be-
tween an industry’s labor input and output. As a
result, the Labour Account estimates of labor
input should contribute to improved industry
productivity estimates in the future.6
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FIGURE 10.1 Labor input and MFP, Market sectordAustralia. Source: ABS (cat. no. 5260.0.55.002).

6 See, for example, ABS (2018c).
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10.2.2.2 Capital input

The ABS distinguishes betweenmany types of
assets which include7:

• Machinery and equipment (comprising
computers, electrical equipment, industrial
equipment, other transport equipment, road
vehicles, and other plant and equipment),

• Dwellings and nondwelling construction,
• Ownership transfer costs,
• Cultivated biological resources,
• Intellectual property products (comprising

artistic originals, computer software, mineral
exploration, and research and development
[R&D]),

• Inventories, and
• Land.

The industry capital services are calculated as
a T€ornqvist index of capital services for each
asset type. The weights are the shares of each
of these assets in total capital income. To esti-
mate the weights, capital income for each asset
is calculated as the product of the volume of pro-
ductive capital stock and the asset’s rental price.
The capital rental price is derived following the
arbitrage equation outlined in Jorgenson et al.
(2005).8 Second, the capital income for each asset
is then divided by total capital income, to obtain
the weights.9

The ABS has made incremental improve-
ments to rental prices since their introduction

in 1990. Recognizing heterogeneity in the asset
lives and prices, machinery and equipment was
decomposed into six types, estimated separately
by industry and institutional sector. This step
facilitated separate estimation of the rental price
for computer equipment. The importance of this
improvement cannot be overstated since prices
of computers have been declining rapidly, result-
ing in the large quality improvements of com-
puters correctly attributed to the growth in
capital services.

Furthermore, recognizing the distinctly
different role of IT capital (computer hardware
and software), the ABS implemented the IT/
non-IT partition to capital services, as described
in Jorgenson et al. (2005) in the productivity
growth accounts. This decomposition was first
available at industry level with the experimental
direct aggregation across industry labor produc-
tivity growth accounts from the 2013-14 release
of Estimates of Industry Multifactor Productiv-
ity10 and then the experimental KLEMS growth
accounts from the first issue in 2014-15.11 The
partition allowed the influence of IT capital to
correctly reflect its relatively greater influence
in the capital service index (compared to capital
stock) supporting deeper analysis of industry’s
propensity to innovate.12

With the breakdown of IT/non-IT capital,
hours worked, and labor composition, the
KLEMS growth account provides detailed

7 For a complete list of asset types and their details, see Chapter 14 in ABS (2015a).
8 The arbitrage equation is an expression in which the investor is indifferent between earning a nominal rate of return
on an investment or buying a capital asset, renting it out, collecting rent, and selling it. Rental prices can be defined
through rearrangement of this expression.
9 For more detailed discussion of the aggregation, see Chapter 19 in ABS (2015a).
10 See Table 23 in ABS (2018a).
11 See ABS (2015b).
12 This topic was a focus of earlier prominent studies by the Productivity Commission and the Department of
Communications Information Technology and the Arts. In particular, supporting a lively debate as to whether the
penultimate productivity growth cycle (1993e94 to 1998e99) was due to the ongoing microeconomic reform program
or the emerging information technology revolution.
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productivity growth accounting decomposi-
tions. Finer decompositions are also derivable,
since ABS publishes productive capital stock
and rental prices by detailed assets.

Although not part of the standard suite of
productivity estimates, other asset groupings
are also possible. Two useful extensions are to
group electrical equipment with IT capital to
form the information and communication tech-
nology (ICT) capital grouping (since electrical
equipment includes significant communications
equipment) or to pool intellectual property prod-
ucts (i.e., computer software, mineral explora-
tion, artistic originals, and R&D) and labor
composition more broadly as “knowledge capi-
tal” similarly to O’Mahony and Timmer (2009),
to facilitate globalization analysis.

In the late 1990s, tax parameters were also
added to the rental price specification, broadly
following Hulten (1990). As one of the policy le-
vers, the Australian tax code can be specific to
certain assets types or industries, particularly
regarding immediate write-off of capital or the
time horizon for various depreciation allow-
ances. Accordingly inclusion of the tax parame-
ters on rental prices can remove certain
distortions to the user cost. For example, a policy
initiative to stimulate R&D investment via an
immediate tax write-off reduced R&D rental
prices.

Currently, the ABS rental prices align to inter-
national best practice articulated by Jorgenson
et al. (2005). That is, by equating gross operating
surplus to weighted sum of real productive cap-
ital stock, the internal rate of return (IRR) is
solved endogenously.

In practice, however, for certain asset classes,
especially land (a nondepreciable asset), strong
capital gains may offset the IRR resulting in a
negative rental price. In such cases, ABS imputes
a small positive rental price. The incidence of
negative rentals is also reduced by intervention,
mainly equating the real IRR to a long-term risk-
free borrowing rate of 4%. Due to these interven-
tions, the rental prices are better described as a

hybrid between endogenous and exogenous
methods.

In view of alternative exogenous IRR
approach (see van den Bergen et al., 2007; Bald-
win and Gu, 2007), the ABS evaluated the merits
of variations to the rental price formula. One
issue was whether the increased granularity of
productivity statistics warranted a stronger
application of the exogenous method of rental
price estimation, as per Baldwin and Gu (2007).
The ABS also explored whether applying
smoothed (expected) capital gains could
improve estimation through reduced interven-
tion. This approach needed to be weighed
against achieving consistency with other ASNA
estimates, such as GFCF implicit price deflators.
On balance, the hybrid method strikes a reason-
able balance between coherence with the ASNA
and various approaches to accommodate the
practical requirements of the T€ornqvist aggrega-
tion method. For example, smoothing capital
gains can reduce intervention but at the cost of
consistency with capital price deflators used
elsewhere in the suite of national accounts.

10.2.2.3 Intermediate inputs

Intermediate inputs play a key role in the pro-
duction process and are therefore the main
component in the GO-based growth account. In
2015e16, intermediate inputs accounted for
more than half of the total input cost shares in
12 of the 16 market sector industries. For
Manufacturing and Construction, intermediate
inputs represent approximately 70% of GO.

The Australian experience with KLEMS is that
the role of intermediate inputs in the growth ac-
count for many industries has been far from
static. An industry’s reliance on intermediate in-
puts may change due to a variety of factors, such
as in response to changes in the relative prices of
inputs, or to increase flexibility to align the rent-
ing or purchase of inputs with production re-
quirements, thus improving utilization rates.
For example, a construction company may lease
a crane from the rental and hiring industry,
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which is recorded as a service component in the
intermediate inputs of the lessee and as capital
services by the lessor in the rental and hiring
industry.

The Australian KLEMS separates intermedi-
ate inputs into energy, materials, and services,
to recognize their distinctively different roles in
the production process. In the SUTs, product
classes detailed with 5-digit Supply and Use
Product Classification (SUPC) are assigned to
either energy, materials, or services category
based on the primary use of the product within
the category. A list of SUPC and assigned cate-
gories are detailed in ABS (2015b).

In Australia, the energy component can be
useful for monitoring an industry’s energy in-
tensity. This variable has benefited from
ongoing confrontation with the ABS Energy Ac-
counts within a Supply and Use framework.
The reconciliation between ABS Energy
Accounts and the SUTs was first achieved on a
current prices basis. More recently, the Energy
Accounts quantities have been standardized
into a single unit (petajoules), assisting the
data confrontation exercise. Moreover, ongoing
confrontation of petajoules by energy type
has strengthened the product to industry
alignment.

10.2.2.4 Gross output

GO refers to the value of goods and services
produced in the accounting period, including
production that remains incomplete at the end
of accounting period (ABS, 2015a). GO is
sourced from the SUTs for years from 1994-95
onward. Themeasure of GO requires elaboration
for services industries. The GO for transport and
storage activity is the recorded transport margin,
while the GOs for Wholesale Trade and Retail
Trade are the realized trade margins on the
goods sold. GO for Finance and Insurance Ser-
vices is estimated indirectly using financial inter-
mediation services indirectly measured.

10.2.2.5 Index number choice

Index number choice for Australian KLEMS is
similar to that of EU KLEMS, outlined in Timmer
et al. (2010). The T€ornqvist index is the preferred
index choice for aggregation, with some excep-
tions. First, GO indexes are chained Laspeyres
index, which are consistent with published
aggregate market sector GVA series of the
ASNA. Second, the series on intermediate inputs
are decomposed into energy, materials, and ser-
vices. Indexes for each of these intermediate in-
puts are compiled using a T€ornqvist index.
However, like GO and GVA, the published inter-
mediate input indices are based on the Laspeyres
index formula. To maintain coherence with the
National Accounts series on intermediate input,
results for energy, materials, and services are
scaled using their cost shares to arrive at Las-
peyres total intermediate inputs. These adjust-
ments allow additivity in the KLEMS growth
accounting framework.

10.2.3 KLEMS results for Australia

10.2.3.1 Input cost shares

Table 10.1 presents the shifts in cost shares of
all five factor inputs for market sector industries
over the period 1995e96 to 2015e16.

The input cost shares of labor and capital var-
ied considerably across industries. Among the 16
market sector industries, growth in combined
cost shares of labor and capital was found in 11
industries, over 1995e96 to 2015e16 period.
Particularly, the industries exhibiting rapid
growth in primary input cost shares were
Administrative and Support Services, Retail
Trade, and Professional, Scientific and Technical
Services. In these industries, gains in cost shares
of the combined labor and capital inputs
exceeded 10%. The cost share gains in these in-
dustries were predominantly from growth in
the labor cost share. These industries had been
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among the most labor-intensive industries since
the start of series in 1995e96.

The cost shares for energy inputs were rela-
tively small across Australian industries. How-
ever, a significant increase in energy shares
was seen in Agriculture, Forestry and Fishing,
as the industry engaged in more capital-
intensive farming practices. The cost shares for
materials component of intermediate inputs
have declined across all industries. While this
decline could be due to more efficient materials

usage, it is more likely a substitution effect to-
ward services inputs. For example,
Manufacturing and Accommodation and Food
Services saw an uptake of more digitalized tech-
nology requiring the hiring of professional sup-
port services.13

Services cost shares were large and have been
growing for most industry divisions. The
increased importance of the services component
was due to both within-industry intermediate in-
puts composition as well as the market sector’s

TABLE 10.1 KLEMS input cost shares (%), 1995e96 and 2015e16.

Capital
services Labor services Energy Materials Services

1995
e96

2015
e16

1995
e96

2015
e16

1995
e96

2015
e16

1995
e96

2015
e16

1995
e96

2015
e16

Agriculture, Forestry and Fishing 22.7 29.0 14.3 12.6 2.3 4.4 27.1 19.7 33.5 34.2

Mining 39.4 34.7 16.6 15.3 5.4 5.1 9.1 6.7 29.6 38.2

Manufacturing 12.4 9.5 19.3 18.9 5.1 6.7 49.9 44.9 13.3 20.0

Electricity, Gas, Water and Waste Services 31.2 27.3 18.4 13.8 5.2 5.2 6.9 4.0 38.4 49.8

Construction 8.3 9.1 22.5 21.8 2.0 1.2 27.7 21.0 39.6 46.9

Wholesale Trade 19.2 16.4 32.7 33.4 3.0 2.8 7.8 5.7 37.3 41.7

Retail Trade 12.4 15.5 33.6 45.1 1.4 1.8 11.3 6.4 41.3 31.3

Accommodation and Food Services 6.8 10.5 33.7 37.7 2.0 2.5 42.2 26.5 15.3 22.8

Transport, Postal and Warehousing Services 14.8 18.6 26.0 26.7 6.5 8.1 6.1 2.5 46.6 44.1

Information, Media and Telecommunication
Services

23.8 25.0 18.3 19.2 1.8 1.8 6.1 4.2 50.1 49.8

Financial and Insurance Services 37.7 42.7 25.2 19.4 0.2 0.5 1.2 0.5 35.7 37.0

Rental, Hiring and Real Estate Services 25.4 29.3 16.1 20.5 1.5 1.8 3.0 0.9 54.0 47.5

Professional, Scientific and Technical Services 2.9 7.1 37.6 44.1 0.7 0.7 4.4 1.1 54.4 47.0

Administrative and Support Services 3.4 2.8 38.5 57.2 0.7 0.3 6.4 1.6 51.0 38.0

Arts and Recreation Services 9.0 13.1 26.3 25.0 0.9 0.7 22.4 17.1 41.5 44.2

Other Services 8.2 6.4 35.8 44.1 0.9 0.6 32.4 23.5 22.8 25.6

Source: ABS (cat. no. 5260.0.55.004).

13 IBIS World reports (unpublished). For a more general discussion on digital uptake, see Australia’s Tech Future,
Delivering a strong safe and inclusive digital economy (paper 2018/12 at www.industry.gov.au).
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increasing orientation toward services indus-
tries. Over the last two decades, this trend can
also be readily identified in Manufacturing and
Construction. More recently, there has been
greater interest in the role of outsourcing of labor
(such as cleaning and IT consulting services) and
capital (such as industrial equipment hire) be-
tween industries. Outsourcing reflects arrange-
ments between firms in different industries
such as when capital is rented under an opera-
tional lease arrangement. This dynamic pattern
suggests that productivity analysis, when taking
into account the trends in intermediate inputs
usage, can explain the divergences between the
GVA and GO-based growth accounts.

10.2.3.2 Contributions to output growth

The published KLEMS datacube (ABS cat. no.
5260.0.55.004) provides an opportunity to
examine the key drivers of GO for market sector
industries. Table 10.2 presents detailed industry
growth accounting of GO changes into contribu-
tions from growth in labor services, capital ser-
vices, intermediate inputs, and MFP.

The largest contribution by IT capital was for
Financial and Insurance Services; Rental, Hiring
and Real Estate Services; and Information, Me-
dia and Telecommunication Services. IT capital
contribution in Mining has been relatively small
compared to contribution from labor driven by a
rapid increase in employment during the
Australian mining investment boom.

Non-IT capital contributed considerably to GO
growth in a number of industries, particularly in
Mining. The buildup of non-IT capital was signif-
icant during the Mining investment boom with
recent years seeing a wind-down of the invest-
ment phase as mining firms ramped up their pro-
duction and increased the utilization rates of
newly available infrastructure. During the height
of the investment phase, 2005e06 to 2013e14, the

contribution from non-IT capital services almost
solely explained the growth in GO. Non-IT capi-
tal was also significant in Rental, Hiring and
Real Estate Services. Firms in this division mainly
are engaged in renting and hiring tangible or in-
tellectual propertyassets. For example, they pur-
chase capital and then lease to firms in other
industries. Information, Media and Telecommu-
nication Services also recorded strong growth in
capital (both IT and non-IT). The fast increase in
capital intensity, coupled with a subdued growth
in hours worked, resulted in significant capital
deepening in this industry.

Hours worked contribution to the output
growth showed considerable variation at the in-
dustry level. For example, hours worked
detracted from GO growth in Agriculture and
Wholesale Trade over the period. This reflects
the move toward capital-intensive farming prac-
tices in Australian agriculture and the increasing
popularity of Internet-based wholesaling. In
contrast, the contribution of hours worked was
strongest in Professional, Scientific and Tech-
nical Services, and Administrative and Support
Services. The strength in the contribution for
these industries was due to the economy’s
increasing demand for professional services
over the past two decades.

Changes in labor composition were notable in
Wholesale Trade, and Professional, Scientific
and Technical Services, although they were
most pronounced in Administrative and Sup-
port Services between 2005e06 and 2010e11.
This period also saw the reallocation effects of la-
bor to the Mining industry to harness the extrac-
tion of minerals that had become economically
viable as a result of rising commodity prices.
More recently, as commodity prices retreated,
offsetting reallocation effects toward the services
industries, such as Administrative and Support
Services division, were recorded.14

14 Experimental estimates of the Stiroh (2002)-based labor reallocation effect are published in Tables 21 and 22 of ABS
(2018a).
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The contribution of energy to GO growth was
small across most industries. For example, the
contribution to output growth was negligible in
Manufacturing due to the decline in steel and

car manufacturing in Australia. Materials
accounted for smaller cost shares over the last
two decades (Table 10.1). Despite the declines
in cost shares, its contribution to the output

TABLE 10.2 Annual points contribution to GO growth, 1995e96 to 2015e16.

Industry

Gross
output
growth

Contribution
from
capital
services

Contribution
from labor services

Contribution from
intermediate inputs

MFP
growthbITa Non-IT

Hours
worked Composition Energy Materials Services

Agriculture, Forestry
and Fishing

1.8 0.0 0.1 �0.2 0.0 0.2 0.2 0.3 1.2

Mining 3.4 0.1 3.0 0.5 0.0 0.1 0.1 0.7 �1.0

Manufacturing 0.9 0.1 0.1 �0.2 0.1 0.0 0.4 0.4 0.1

Electricity, Gas, Water
and Waste Services

1.3 0.3 0.7 0.3 0.1 0.1 0.1 0.5 �0.7

Construction 4.3 0.1 0.4 0.6 0.0 0.0 1.0 1.9 0.3

Wholesale Trade 3.6 0.2 0.3 �0.3 0.2 0.1 0.2 1.6 1.2

Retail Trade 2.3 0.3 0.5 0.5 0.1 0.0 0.0 0.2 0.7

Accommodation and
Food Services

2.7 0.1 0.2 0.4 0.0 0.1 0.4 1.1 0.4

Transport, Postal and
Warehousing Services

2.7 0.1 0.5 0.4 0.1 0.2 0.0 1.1 0.3

Information, Media and
Telecommunication
Services

4.6 0.5 0.8 0.1 0.1 0.1 0.2 2.4 0.4

Financial and Insurance
Services

4.6 1.0 0.2 0.3 0.2 0.0 0.0 1.8 1.0

Rental, Hiring and
Real Estate Services

3.0 0.6 1.1 0.4 0.1 0.0 0.0 1.5 �0.7

Professional, Scientific
and Technical Services

4.5 0.2 0.2 1.4 0.2 0.0 0.0 2.4 0.1

Administrative and
Support Services

3.6 0.1 0.1 1.1 0.2 0.0 0.0 1.8 0.2

Arts and Recreation
Services

3.2 0.2 0.5 0.8 0.1 0.0 0.3 1.4 �0.2

Other Services 2.0 0.2 0.5 0.3 0.1 0.0 0.3 0.6 0.0

a IT capital services refer to computers and software and non-IT capital refers to all other capital services.
b Quality-adjusted hours worked basis.
Source: ABS (cat. no. 5260.0.55.004).
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growth was still significant in material-intensive
industries such as Construction, Manufacturing
and Accommodation and Food Services.

Among the intermediate inputs, services
component was the key contributor to output
growth in many industries. Differences in ser-
vices contribution appeared to be the major
driver of divergences in output growth. Finally,
there has been considerable variation inMFP per-
formance across the industries. While noticeable
MFP growth was recorded in Agriculture,
Forestry and Fishing, and Wholesale Trade,
MFP detracted significantly from output growth
in Mining, Electricity, Gas, Water and Waste Ser-
vices, and Rental, Hiring and Real Estate Services.

10.3 Russia KLEMS

10.3.1 Background of Russia KLEMS

The Russia KLEMS initiative was launched in
2007 at National Research University Higher
School of Economics (HSE) as a response to con-
cerns on the dependence of growth of the Russian
economy on Oil and Gas export revenues. The
first release of Russia KLEMS data was published
in 2013 as a joint project of HSE and the Univer-
sity of Groningen, and its update and extension,
in 2017 (Russia KLEMS, 2017). The published
data set covers 34 industries in 1995e2014. With
Russia KLEMS Timmer and Voskoboynikov
(2014, 2016) showed that Russian growth before
the global crisis of 2008 was driven not only by
capital input in oil and gas-related industries
but also by technology catching up in
Manufacturing and market services, especially
in Finance. At present Russia KLEMS is the only
source of relatively long run series of output, in-
puts, and productivity in industries in the

international industry classification NACE 1,
which describes the Russian economy since
1995. Because of this Russia KLEMS data help
to treat economic stagnation in Russia in the last
decade not only as the outcome of some domestic
challenges but also in the context of global stagna-
tion (Voskoboynikov, 2017). Russia KLEMS data
are widely used in the broad set of studies on
various aspects of the Russian economy in the
comparative perspective.15

A big challenge for the Russia KLEMS project
is the fact that the Russian statistics office (Ros-
stat) does not provide backcast estimations of
industry-level time series of National Accounts
with each major methodology change. Since
1995, there were two such changes. The first
one took place in 2003 with the shift of the offi-
cial statistics to the new industrial classification
NACE 1 from the old one, inherited from the
pre-SNA period and inconsistent with any inter-
national one. The second challenge was the up-
date of national accounts standards in Russia
from SNA 93 to SNA 2008. One more is expected
with the upcoming transition of the official sta-
tistics to NACE 2. The earliest year of the new se-
ries in SNA 2008 is 2011 with no officially
indicated intention of Rosstat to make backcast
estimations. Fig. 10.2 illustrates this point,
showing the upward shift in the total GDP trend
in 2011 in the official statistics and in Russia
KLEMS releases.

Dealing with these and multiple other smaller
methodology changes, an independent research
center, such as HSE, can be more flexible in
data construction, than an official statistics insti-
tution. However, a limited access to primary sta-
tistics and details of the official statistics
methodology makes its maintenance and im-
provements more complicated.

15 See, among others, Vries et al. (2012); Brock and Ogloblin (2016); Kaitila (2016); Brandt et al. (2017); Zhao and Tang
(2018); Okawa and Sanghi (2018); Voskoboynikov (2019). Russia KLEMS data are also in use in the Total Economy
Database (https://www.conference-board.org/data/economydatabase/index.cfm?id¼27762) and the World In-
come Output Database (http://www.wiod.org/home).
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Along with data extensions, three major up-
dates of Russia KLEMS are in progress now.
These are the development of labor composition;
development of GO-based growth accounts
based on the new official SUTs and the adapta-
tion of SNA 2008, including backcast estimations
of the Russia KLEMS series.

10.3.2 Russia KLEMS methodology

This subsection reviews shortly major data
construction points, thoroughly discussed by
Voskoboynikov (2012), and the following up-
dates, such as labor composition and the con-
struction of GO-based growth accounting.

10.3.2.1 Output

Output series include GO, intermediate in-
puts, and value added both in current and com-
parable prices. Data construction process and
sources of Russia KLEMS releases of 2013 and
2017 can be found in Voskoboynikov (2012).

The series are based on the official SNA data
with minor adjustments for differences in SNA
releases and backcast estimations of industry-
level series in 1995e2003 to bridge the old Soviet
industrial classification OKONKh and NACE 1.
These series correspond to concepts of output
in SNA 93, which was adapted in Russia in early
1990s. The industry-level series, based on SNA
93, cover years until 2014 (Rosstat, 2015).

Starting from 2011 Rosstat (2017) publishes
the series, which match SNA 2008 standards
and correspond to the new series of SUTs. The
benchmark SUTs start in 2011 with the following
projections. Official SNA 2008 backcast estima-
tions for years before 2011 are not available.
The most important issue for output series in
this transition from SNA 93 to SNA 2008 is tak-
ing into account the own-account production of
housing services by owner-occupiers, which
fall at real estate activities (industry code 70 in
NACE 1). Proper adjustments back to 1995
have been made in the preliminary version of
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the upcoming release of Russia KLEMS 2019.16

Table 10.3 and Fig. 10.2 show changes in a real
value added in the total economy and its major
sectors.

Specifically, Table 10.3 represents average
shares of aggregated sectors of the Russian econ-
omy in 1995e2014 in the recent and the up-
coming releases of Russia KLEMS, which are
based on SNA 93 and SNA 2008 correspond-
ingly. Since real estate activities belong to
nonmarket economy sector, the extension of
this activity led also to the increase of nonmarket
services from 16.5% to 21.3%. In turn, this
change and the update of sectoral growth rates
in line with the recent official release of Russian

national accounts leads to slower growth rates
in market economy and higher growth in the
nonmarket sector and ends up with some up-
ward revision of total growth from 3.47% per
year to 3.56.

Starting from 2015 data of the Crimea republic
and Sevastopol are included in the SNA series.
However, the share of both regions in industry-
level series is marginal. That is why no special
backward adjustments on this have been made.

10.3.2.2 SUTs: adaptation and backcast
estimations

Until recently the lack of official SUTs in
NACE 1 was a major obstacle for the

TABLE 10.3 Sectoral shares of value added and contribution to real growth, 1995e2014 in releases of Russia
KLEMS 2017 and 2019.

Average share of value added (%) Growth rates (%) Contributions (p.p.)

SNA 93 SNA 08 SNA 93 SNA 08 SNA 93 SNA 08

Total 100.0 100.0 3.47 3.56 3.47 3.56

Market Economy 83.5 78.7 3.60 3.55 3.00 2.79

Agriculture 5.9 5.7 1.39 1.51 0.08 0.09

Extended Oil and Gas sector 22.2 20.2 3.59 3.65 0.80 0.74

Manufacturing 18.7 17.6 2.15 2.06 0.40 0.36

Retail, construction, telecom,
hotels and restaurants (RCT)

18.9 18.2 4.07 3.84 0.77 0.70

Finance and business services 8.6 8.3 8.41 8.54 0.72 0.70

Transport 9.3 8.7 2.55 2.33 0.24 0.20

Nonmarket services 16.5 21.3 2.79 3.60 0.46 0.77

Notes: Data of Russia KLEMS 2019 are preliminary. It is based on the last release of Russian National Accounts on the basis of SNA 2008. Growth
rates of sectors of KLEMS 2019 release differ from those of KLEMS 2017, because of recent official revisions in Russian national accounts.
Extended oil and gas includes mining (code C), fuel (23) and wholesale trade (51); RCT includes construction (F), automotive sales (50), retail (52),
hotels (H), post and telecom (64) and social services (O); nonmarket services include real estate activities (70), public administration and defence
(L), education (M), and health and social work (N). For the full list of sectors and industries see in Appendix.
Sources: own calculations based on Russia KLEMS: World KLEMS Initiative (website), 2017. http://www.worldklems.net/data/basic/RUS_wk_march_2017.
xlsx, and a new release of Russia KLEMS, which is expected in 2019. See main text.

16 The new release of Russia KLEMS is expected by the end of 2019. Detailed description of this and the following
adjustments and sources of the new Russia KLEMS release will be published in a special background paper.
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development of GO-based growth accounting
for Russia. Fortunately, in March 2017 Rosstat
released the first set of benchmark SUTs in
NACE 1 for 2011, which covers 178 industries
and 248 products.17 Its projections of SUTs for
2012e15 are less detailed, but enough for the
purposes of Russia KLEMS. The next benchmark
SUTs for 2016 are expected in 2019.

Taking into account the importance of long
run series, we work on the backcast extension
of the SUTs series back to 2003, which is the first
year after transition of the official statistics to
NACE 1. This extension is based on SNA series
of GO, intermediate inputs and value added in
2003e10, adjusted for the recent version of
SNA, and the RAS projection.18

10.3.2.3 Hours worked

Main source of the series of hours worked is
the Balance of Labor Inputs (BLI), which is
harmonized with the Russian National Ac-
counts. It is published from 2005 onward, but
only at an aggregate 1-digit industry level. To
break it down into finer industry detail and
backcast the series back to pre-2005 years, I
rely on a combination of data from the Balance
of Labor Force (BLF) and reports of organizations
of the Full Circle (FC), which include large, me-
dium, and small firms as well as various public
administration organizations. The BLF is the
oldest system of labor accounts, existed in the
Soviet statistics since early 1920s. It is based
on FC with additional estimations for self-
employed and workers engaged in commercial

production in husbandries. FC contains more
detailed data than the BLF. For 2003 and later,
detailed industry shares from BLF, and if
necessary from FC, were applied to the aggre-
gate series from the BLI. Before 2003, trends in
BLF and FC at the corresponding industries
were implemented. BLF and FC give the
numbers of employees, and we assume that
employee growth proxies for growth in hours.
More details can be found in Voskoboynikov
(2012).

10.3.2.4 Labor composition

The conventional KLEMS approach (Timmer
et al., 2010, tab. 3A.4) assumes the consideration
of different labor types. The total amount of
hours worked are classified by educational
attainment (low-, medium-, and high-skills
levels), gender and age (15e29; 30e49; 50 and
older), or 18 (¼ 3 * 2 * 3) labor types in total.
Low skills level corresponds to International
Standard Classification of Education (ISCED)
levels 0e2 and 3C; medium skills, 3 and 4,
excluding 3C; and high skills, 5 and 6. In turn,
the bridge between ISCED levels and levels of
the Russian educational system was suggested
by Kapeliushnikov (2008, tab. 1).

Hours worked by individual labor types were
obtained by breaking down the total amount of
hours worked in an industry with shares of
hours worked by a particular labor type. In
turn, these shares were based on data of LFS.
Next, we used two sources of data on relative
wages by type of labor. The first one is the

17 Dale Jorgenson contributed to the restoration of SUTs construction in Russian statistics after a break in 2004e10. In
April 1, 2008, he presented the analytical potential of SUTs for the analysis of economic growth and economic policy
implications in the Ministry of Economic Development and Trade of the Russian Federation. In 7 years, in April 9,
2015, the head of Rosstat Alexander Surinov acknowledged the role of Professor Jorgenson in the revival of the
compilation of SUTs in Russian statistics in his speech in XVI April International Academic Conference at Higher
School of Economics in Moscow.
18 This is the joint effort of Eduard Baranov, Dmitri Piontkovski, and Elena Staritsyna. Detailed description of this
methodology of this approach will be published separately a joint paper, which is in progress now.
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National Survey of Household Welfare and
Participation in Social Programs,19 conducted
by Rosstat in 2003 within the assistance program
of the World Bank. The second one is the Survey
of Wages by Occupations,20 provided by Rosstat
biannually in 2005e15. Relative wages for years
between the surveys and before 2003 were
assumed to be equal to ones in the nearest up-
coming year, for which data are available.

10.3.2.5 Capital

The series of capital services in Russia KLEMS
are constructed on the basis of net stocks of eight
types of assets (computing equipment, commu-
nication equipment and software, residential
structures, nonresidential structures, machinery
and equipment, transport, and other assets),
standard KLEMS depreciation rates (Timmer
et al., 2010, tab. 3.5), and internal rates of return
(Voskoboynikov, 2012). The sensitivity analysis
of different capital input measures for the
Russian economy in terms of GVA-based growth
accounting is given by Timmer and Voskoboyni-
kov (2014, 2016, Table 1).

10.3.2.6 Input’s shares

The shares of labor and capital in value added
are used as weights in the growth accounting and
reflect the output elasticity of the inputs. The la-
bor share should reflect the total cost of labor
from the perspective of the employer and so
include wages but also nonwage employee bene-
fits and an imputed wage for self-employed
workers. In Russia, there is a long-standing tradi-
tion of nonwage payments. This is well known,
and Rosstat provides estimates that are included
in the total economy series of the Russian

National Accounts, but not in the industry statis-
tics. That is why industry-level NAS series on la-
bor compensation in industries underestimate
labor cost shares. For 2002 and subsequent years,
the overall amount of hidden wages at the overall
economy level has been allocated among indus-
tries in proportion to the industry value added
shares of shadow activities according to official
imputations.21 For years before 2002, the hidden
wages were allocated in proportion to the indus-
try distribution of shadow value added in 2002.
Finally, our estimate of labor income of self-
employed is added. For all industries, except
Agriculture, I assume that the hourly earnings
of self-employed are the same as for employees.
For Agriculture, with a high share of low
educated workers, I imputed with the total econ-
omy average wage for low educated employees
based on data from the RLMS survey. Further de-
tails can be found in Voskoboynikov (2012).

One of the adjustments in the official statistics
with the transition to SNA 2008 is the further
elaboration of input shares, taking into account
informal activities. Proper backcast adjustments
in Russia KLEMS series seem to be substantial
and have not been implemented yet.

10.3.3 What we have learned about
Russian growth from Russia KLEMS

10.3.3.1 Aggregate view

As shown in Fig. 10.2, Russian economic
growth in two recent decades was volatile. The
transformational recession with its negative
growth rates was followed by outstanding
growth. Table 10.4 reports that growth rates

19 In Russian: Nat
_
sional’noe obsledovanie bi

_

udzhetov domashnikh bi
_

udzhetov domashnikh (NOBUS).
20 In Russian: Obsledovanie zarabotnykh plat po professi i

_

am (OZPP).
21 Rosstat publishes data on adjustments of value added, taking into account informal and shadow economy in in-
dustries, starting from 2002 (see, e.g., Rosstat (2010), tab. 2.3.46e2.3.53). According to the methodological note
(Rosstat, 2010, section 2.3), official estimations are made on the basis of matching of consumption and income; expert
evaluations and indirect imputations.
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were as high as 7.1% per year in 2003e07. Even-
tually, they ended up with stagnation around
1.6% in 2007e14 and negative growth �0.4% in
2014e17.22 Most research on growth accounting
of the Russian economy has been carried out on
the total economy level (e.g., Okawa and Sanghi
(2018); see also a recent review in Timmer and
Voskoboynikov, 2016). They use different mea-
sures of capital input, such as capital stocks
and services; take into account capacity

utilization (Entov and Lugovoy, 2013) and terms
of trade (Kaitila, 2016). This total economy
approach, however, is sensitive to strong as-
sumptions of the aggregate production function
approach. Specifically, it assumes the same tech-
nology in all industries, all types of capital are
homogeneous in productivity, so as groups of
workers. Finally, the aggregate production func-
tion (APF) approach adopts similar prices on in-
puts and outputs for different industries. Russia
KLEMS data set relaxes these assumptions for
the Russian economy since 1995 onward in line
with the framework of Jorgenson et al. (1987).

In this study I extend results of Voskoboyni-
kov and Timmer and Voskoboynikov (2016) for
2 more years, up to 2014. As can be seen in
Fig. 10.2, the period under consideration in-
cludes two economic crises, 1998 and 2009, as
well as the intercrises period of rapid resurgence.
How did the growth structure change? I split the
data into three periods, 1995e2003, 2003e07,
and 2007e14. In this split I put peaks and
troughs of business cycles into the periods to
minimize biases, caused by short-term demand
effects. Indeed, in case of a sharp output fall,
which happened in 1998 and 2009, the reduction
of capital utilization might not be fully captured
by capital input measures and can be wrongly
attributed to the MFP slowdown.

In contrast with the bulk of the growth ac-
counting literature, which stresses the substan-
tial contribution of MFP, our results, shown in
Table 10.4, reveal that MFP contributed only 1
percentage point of 3.5% of the yearly average
growth of total economy in 1995e2014, or less
than one- third. As can be seen from Table 10.4,
over time growth becomes more extensive. In
1995e2003 MFP provided 2.1 p.p. of 3.4, or
more than 60%, but in the following years MFP
contribution declined to about 46%. In the last
period, which includes the crisis of 2008, MFP

TABLE 10.4 Growth accounting decomposition of
total market economy in 1995e2014
(percentage points).

1995e
2003

2003e
07

2007e
14

1995e
2014

VA growth 3.43 7.14 1.64 3.47

Hours worked 0.07 0.83 �0.12 0.16

Labor product, total 3.36 6.31 1.76 3.30

Labor reallocation 1.19 0.72 0.40 0.72

Intra-industry
productivity

2.17 5.59 1.36 2.59

Capital intensity, total �0.09 2.26 2.40 1.41

ICT 0.16 0.23 0.07 0.10

Machinery and
equipment

0.17 1.14 0.81 0.55

Constructions �0.30 0.46 1.26 0.59

Others �0.11 0.43 0.27 0.16

Multifactor
productivity

2.08 3.26 �1.28 1.00

Labor composition 0.18 0.07 0.24 0.18

Note: data on labor composition differ slightly from results, reported
by Timmer and Voskoboynikov (2016, tab. 8.1), because more
detailed statistics on hours worked for different categories of workers
was used for the present study.
Sources: own calculations, based on Russia KLEMS: World KLEMS
Initiative (website), 2017. http://www.worldklems.net/data/basic/RUS_wk_
march_2017.xlsx.

22 Growth rates in 2014e17 are retrieved from the website of Rosstat (http://www.gks.ru/free_doc/new_site/vvp/
vvp-god/tab3a.xls, the update of 03.04.2018).
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growth turns to be negative. These results sug-
gest that Russia has become ever more depen-
dent on investment to push growth up. While
in 1995e2003 the contribution of capital intensity
to labor productivity growth was relatively low,
in the following years its role increased dramat-
ically. In years of recovery, it accounted for 2.3

p.p., or 36% of labor productivity growth, while
in the last global crisis it became the dominant
source of growth, growing faster than value
added.

Table 10.4 presents the contribution of
changes in the labor composition. The main
finding here is that in the posttransition Russia,
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FIGURE 10.3 Growth rates of labor input in 34 industries, 1995e2014. Note:Dark shaded, the growth of hours worked; Light
shaded, the contributions of changes in labor composition. Source: Calculations on the basis of (“Russia KLEMS” 2017).
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changes in labor composition contribute to labor
productivity growth positively. The process of
aging leads to the extension of labor shares of
experienced and better educated aged workers.
At the same time, aged workers with the low
level of education and experience retire earlier,
giving place to younger generations. This effect
can be stronger in high skillseintensive indus-
tries and weaker in low skillseintensive ones.
Fig. 10.3 shows growth rates of labor services,
split into contributions of hours worked and la-
bor composition. If the leading role of such
skills-intensive activities as finance, telecom, or
air transportation is not surprising, as well as
the low position of automotive sales, retail,
textile, or wood industries. However, the top po-
sitions of fuel or wholesale trade are worth to be
commented. The soaring oil prices increased de-
mand on fuel and, as a consequence, the contri-
bution of high qualified workers, especially
men aged between 30 and 49. The contribution
of this group of workers turns out to be the high-
est with the largest labor compensation increase
and high growth in hours worked, exceeded 5%
per year.

The period in question covers years of inten-
sive structural change (Voskoboynikov, 2019).
In general, structural change was growth
enhancing. Table 10.4 reports that on the average
in 1995e2014 labor reallocations contributed to
labor productivity growth 0.7 p.p. of total 3%,
being reduced in time from 1.2 p.p. in
1995e2003 to 0.4 p.p. in 2007e14. Voskoboyni-
kov (2019) suggested to split formal and
informal activities within each industry and
calculated the reallocation effects. He found,
that expanding informal activities slowdown
the value of the reallocation effect. Therefore,
the impact of reallocation, which is reported in
Table 10.4 with no informal split, seems to be
slightly overestimated.

The productivity performance of various sec-
tors has been quite diverse. In Table 10.5 I pro-
vide the annual growth rates of labor and
capital input and MFP growth of main sectors
from 1995 to 2014. This is shown on the left-
hand side of the table. The right side of the table
reports contributions of each sector to aggregate
growth of inputs andMFP. The contributions are
calculated as weighted averages of sectoral

TABLE 10.5 Average annual growth rates of inputs and MFP during 1995e2014 in Total Market economy.

Annual growth rates Contribution

Capital
intensity MFP

Labor
composition
per hour

Capital
intensity MFP

Labor
composition
per hour

Total market economy 2.86 1.10 0.32 2.86 1.10 0.32

Agriculture 0.97 2.37 0.43 0.07 0.17 0.03

Extended Oil and Gas sector 2.59 �0.47 0.47 0.69 �0.13 0.12

Manufacturing 2.64 1.34 0.29 0.59 0.30 0.07

Retail, construction, telecom,
hotels and restaurants (RCT)

2.98 0.92 0.16 0.67 0.21 0.04

Finance and Business Services 3.05 5.76 0.38 0.32 0.60 0.04

Transport 4.75 �0.31 0.23 0.53 �0.03 0.02

Note: data on labor composition differ slightly from results, reported by Timmer and Voskoboynikov (2016, tab. 8.3), because more detailed
statistics on hours worked for different categories of workers was used for the present study.
Sources: Authors’ calculations on the basis of Russia KLEMS: World KLEMS Initiative (website), 2017. http://www.worldklems.net/data/basic/RUS_wk_
march_2017.xlsx., see main text.
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growth rates with corresponding yearly average
weights, obtained from Russia KLEMS (2017)
and reported in Table 10.3. For example, the
contribution of Agriculture to capital intensity
growth equals 0:07 ¼ 0:97 � ð5:9 =83:5Þ.

The fastest MFP growth rates are found in
finance and business services. While labor and
capital input grew at rates comparable to the
market economy as a whole, MFP growth was
almost 6% annually, which is more than 4 p.p.
higher than the aggregate. This is a remarkable
high level of improvements compared to what
has been found for advanced countries. MFP
growth was also fast for Agriculture, which
enjoyed the inflow of modern technology and
the outflow of low qualified labor. Another pro-
gressive sector is Manufacturing with 1.3%
annual growth and this could potentially be a
major source of growth for Russia. But it seems
that MFP growth was mainly due to a severe
contraction and rationalization of the
manufacturing sector in the wake of increased
competition from advanced nations as Russia
gradually opened up to international trade in
high-tech in the 1990s.

All sectors, except Agriculture, demonstrate
high capital intensity. If in Oil and Gas and Retail
this indicates the inflow of investments, in
Manufacturing it was accompanied by mass la-
bor outflow (labor outflow in many
manufacturing activities can be seen in
Fig. 10.3). In turn, the contribution of capital in-
tensity was the highest in Oil and Gas, which is
not a surprise, taking into account its high and
expanding share in value added and the inflow
of rainfall money from Oil and Gas. According
to Table 10.5, it is almost one-quarter of market
economy. Interestingly, the highest contribution
of capital intensity, which falls at Oil and Gas,

corresponds to the lowest contribution of MFP.
High rent from soaring oil prices does not create
incentives for real costs reduction.

However, such observations remain narrow
in focus dealing only with single-deflated real
value added decomposition. Because of this the
impact of intermediate inputs to Russian growth
remains unclear both explicitly (GO-based
growth accounting) and implicitly (GVA-based
decomposition on the basis of double deflation).
In the following subsection, we present some
progress in Russia KLEMS in both directions.

10.3.3.2 Recent developments of Russia
KLEMS: GO-based growth accounting, labor
composition, and double deflation

Until now, Russia KLEMS data set does not
provide the full GO-based growth accounting
decomposition, because the official statistics
stopped developing SUTs in 2003, based on the
benchmark SUTs of 1995.23 The new benchmark
tables for 2011 with the following projections to
2012e15 have been published recently. SUTs un-
veil two opportunities for Russia KLEMS. First,
real value added series can be revised, taking
into account double deflation. In Russian official
statistics, as well as in Russia KLEMS 2017, dou-
ble deflation has not been adapted. Second, GO-
based growth accounting can be implemented.
In both cases, the question of interest is to what
extent the story of Russian growth, presented
above, will survive. In addition, the issue of
new data quality is important.

Table 10.6 represents the GVA-based growth
accounting decomposition for industry Chemi-
cals and Chemical Products” with both the offi-
cial and double-deflated real value added. If
the volume growth rate of value added is

23 Rosstat published aggregated versions of SUTs at the level of one digit of NACE 1 in 2004e06 with no update of the
benchmark tables in NACE 1 (Rosstat, 2007, tab. 4.1, 4.2; 2008, tab. 5.1, 5.2; 2009, tab. 5.1, 5.2) and terminated pub-
lications until 2017. These SUTs were not detailed and did not cover the reasonable numbers of years for GO-based
decomposition. However, they were used in our projection of the official SUTs back to 2003.
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calculated with single deflation or derived by the
direct observation of volume output series, it
will be sensitive to changes in relative prices of
GO and intermediate inputs. In case of Russia,
the corresponding bias could be substantial.
For example, output prices of export-oriented
sectors, such as chemicals, are formed mainly
on international markets, whereas intermediate
input prices (e.g., prices on energy) are formed
in the domestic market. These domestic prices
might be heavily distorted due to explicit and
implicit subsidies. As can be seen from the table,
the difference between the single-deflated and
the double-deflated real value added growth
rates are substantial. In 2003e07 they are almost
twice as much as the official ones, while in
2007e14 both have an opposite direction. At

the same time, both the single-deflated and
double-deflated versions of growth accounting
demonstrate that the contribution of MFP be-
comes smaller.

Generalization of these observations can be
derived from Fig. 10.4, which demonstrates
that the discrepancy between the single- and
double-deflated real value added growth rates
for some industries are substantial, being
double-deflated valued in most cases smaller
and negative. Although these findings have to
be considered as preliminary and only indicative
of the potential importance of this issue given
that they rely on preliminary backcast projec-
tions for the most years of the period and the
sensitivity to measurement errors (Hill, 1971),
we can assume, that the official/Russia KLEMS
2017 numbers of real value added overestimate
economic growth.

Another remarkable feature of decomposition
in Table 10.6 is labor composition. Its detailed
breaking down is given in Table 10.7 and illus-
trates a general observation in the previous sub-
section that the process of labor force aging leads
to the positive impact of aged and qualified
workers. This can be seen in the form of the pos-
itive contribution of aged workers with medium
and high education. Because of qualification and
experience, they survive in the profession, while
the share of low educated workers of the same
age disappears. As can be seen, negative growth
rates of labor services are slightly attenuated by
labor composition. Table 10.7 unveils that this
negligible contribution of labor composition
masks intensive changes in the structure of hours
worked. Indeed, shares of low and medium
skills workers of age groups between 15 and 49
decrease. The highest reduction takes place in
the share of low skills workers of age 15e29
with negative growth rates 11% per year, while
high skills workers contribute positively.

The final step is the GO decomposition, which
is given in Table 10.8. It shows that GO growth
rates in chemicals in 2003e14 were around
3.5% and relatively stable before and after

TABLE 10.6 Value added-based growth accounting
for Chemicals and chemical products
in 2003e14 (p.p.).

2003
e07

2007
e14

2003
e14

Real value added 3.69 4.03 3.91

Hours worked �2.82 �2.57 �2.66

Labor productivity 6.52 6.60 6.57

Labor composition 0.13 0.37 0.30

Capital intensity 3.16 3.41 3.04

ICT 0.21 0.12 0.15

Machinery and equipment 2.08 2.19 2.03

Constructions 0.42 0.98 0.65

Other assets 0.45 0.13 0.21

Total factor productivity 3.22 2.82 3.24

Real value added (double deflated) 6.34 �0.39 1.81

Total factor productivity 5.87 �1.60 1.14

Average labor share (%) 59.5 51.6 58.7

Sources: own calculations based on official supply and use tables in 2011e14
(http://www.gks.ru/wps/wcm/connect/rosstat_main/rosstat/ru/statistics/
accounts/#; retrieved 20.03.2018) and backcast estimations of SUTs in
2003e10, made by Eduard Baranov, Dmitri Piontkovski and Elena
Staritsyna.
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2007. Intermediate inputs and, specifically, mate-
rials contributed the most (1.8 p.p.), which seems
reasonable for this industry. The role of machin-
ery and equipment (0.6 p.p.) and services (0.9

p.p.) seems also remarkable. For the period un-
der review, the contribution of MFP is small,
but it masks the substantial variation before
and after 2007. It was strong (1.6 p.p.) before
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FIGURE 10.4 Yearly growth rates of single- and double-deflated real value added in 30 industries of the market economy,
2003e14. Note: Annual compound growth rates of value added volumes by industry. Single deflationebased volumes (light
shaded) and double deflationebased volumes (dark shaded). Source: Author’s calculations on the basis of (“Russia KLEMS” 2017)
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TABLE 10.7 Labor composition in chemicals and chemical products, 2003e14.

2003 2014 Average

Hours
worked
growth Contribution

Labor
Composition
Per hour
worked

Share of value added (%)

Annual
growth
rates

Percentage
points

Percentage
points

Total 100.00 100.00 100.00 �2.16 �2.16 0.51

Low skills 3.33 1.39 2.36 �11.10 �0.26 �0.20

Medium skills 66.87 55.34 61.11 �3.41 �2.08 �0.46

High skills 29.80 43.27 36.53 0.52 0.19 1.16

Male 64.13 64.26 64.20 �1.57 �1.01 0.70

Female 35.87 35.74 35.80 �3.21 �1.15 �0.19

Age 15e29 20.18 18.55 19.36 �2.72 �0.53 �0.01

Age 30e49 58.17 52.92 55.55 �3.15 �1.75 �0.27

Age 50þ 21.65 28.53 25.09 0.48 0.12 0.79

Low skills, 15e29, male 0.60 0.22 0.41 �13.14 �0.05 �0.04

Medium skills, 15e29, male 10.35 7.91 9.13 �3.68 �0.34 �0.09

High skills, 15e29, male 3.73 4.79 4.26 1.11 0.05 0.16

Low skills, 30e49, male 0.86 0.52 0.69 �7.42 �0.05 �0.03

Medium skills, 30e49, male 24.65 18.86 21.76 �3.81 �0.83 �0.25

High skills, 30e49, male 10.25 14.09 12.17 1.02 0.12 0.45

Low skills, 50þ, male 0.80 0.30 0.55 �9.37 �0.05 �0.04

Medium skills, 50þ, male 9.12 11.04 10.08 0.57 0.06 0.33

High skills, 50þ, male 3.78 6.54 5.16 1.63 0.08 0.22

Low skills, 15e29, female 0.21 0.08 0.14 �13.08 �0.02 �0.02

Medium skills, 15e29, female 2.95 1.95 2.45 �6.63 �0.16 �0.10

High skills, 15e29, female 2.33 3.60 2.97 �0.09 0.00 0.08

Low skills, 30e49, female 0.58 0.14 0.36 �17.58 �0.06 �0.05

Medium skills, 30e49, female 14.76 9.34 12.05 �6.93 �0.84 �0.51

High skills, 30e49, female 7.08 9.97 8.53 �1.12 �0.10 0.13

Low skills, 50þ, female 0.29 0.13 0.21 �11.30 �0.02 �0.02

Medium skills, 50þ, female 5.04 6.24 5.64 0.35 0.02 0.17

High skills, 50þ, female 2.62 4.28 3.45 0.97 0.03 0.13

Source: own calculations based on Labor Force Survey and Wage Survey of Rosstat.
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2007 and negative (�0.5) after 2007. This varia-
tion is different from the MFP time pattern of
single-deflated GVA-based growth accounting.
While GVA-based MFP growth variates around
3% both before and after 2007, GO-based MFP
growth is positive before 2007 and negative af-
terward. Negative MFP trend can reflect the
lower share of outsourcing in the industry in
the years of stagnation. Indeed, while before
2007 the contribution of services dominated
and energy dropped, after the crisis the

contribution of services became smaller by one-
third, while the role of energy and materials
grew. All this took place with GO and inputs’
growth rates remaining stable. Probably, in
years of stagnation many firms, which provided
some outsourcing services, withdraw from the
market, and producers had to substitute them
with own less efficient production.

10.4 Conclusion

The ABS introduced experimental KLEMS
MFP estimates in 2016 to support deeper anal-
ysis on industry sources of growth and structural
changes within industry. The combination of
improved data sources and the recent interna-
tional work articulating the KLEMS framework
enabled the release of the Australian estimates.
Currently, with the separation of IT/non-IT cap-
ital, hours worked/labor composition, and the
breakdown of intermediate inputs into energy,
materials, and services, the Australian KLEMS
framework provides a detailed and informative
productivity growth accounting of industry GO
growth.

The Russian KLEMS data set was published
in 2013 and 2017. It has provided the empirical
foundation for the series of studies of sources
of economic growth in Russian industries, struc-
tural change, and international comparisons.
The chapter has reviewed recent developments
of the project, which have not been included in
the latest release of 2017, such as labor composi-
tion and intermediate inputs.

Appendix. List of industries and
composition of aggregated sectors

TABLE 10.8 GO-based growth accounting for
Chemicals and chemical products in
2003e14 (p.p.).

Rowtitle 2003e07 2007e14 2003e14

Gross output 3.58 3.52 3.54

Intermediate inputs 1.80 3.64 3.01

Energy �0.31 0.71 0.33

Materials 0.87 2.22 1.78

Services 1.24 0.71 0.91

Labor input �0.43 �0.30 �0.36

Hours worked �0.47 �0.41 �0.45

Labor composition 0.04 0.11 0.09

Capital input 0.57 0.67 0.57

ICT 0.04 0.02 0.03

Machinery and equipment 0.44 0.52 0.46

Capital intensity, constructions �0.01 0.11 0.05

Capital intensity, other 0.10 0.02 0.04

MFP (GO-based) 1.64 �0.49 0.32

Source: own calculations based on Russia KLEMS: World KLEMS Initiative
(website), 2017. http://www.worldklems.net/data/basic/RUS_wk_march_
2017.xlsx, and official Supply and Use tables in 2011e14 (http://www.gks.
ru/wps/wcm/connect/rosstat_main/rosstat/ru/statistics/accounts/#;
retrieved 20.03.2018) and backcast estimations of SUTs in 2003e10, made
by Eduard Baranov, Dmitri Piontkovski, and Elena Staritsyna.

# Code Industry Sector Aggregated sector

1 AtB Agriculture, hunting, forestry, and fishing Agriculture Market economy

2 23 Coke, refined petroleum products, and
nuclear fuel

Extended gas and oil Market economy

(Continued)
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dcont'd

# Code Industry Sector Aggregated sector

3 C Mining and quarrying Extended gas and oil Market economy

4 51 Wholesale trade and commission trade,
except of motor vehicles and motorcycles

Extended gas and oil Market economy

5 15t16 Food products, beverages, and tobacco Manufacturing Market economy

6 17
t18

Textiles, textile products Manufacturing Market economy

7 19 Leather and footwear Manufacturing Market economy

8 20 Wood and products of wood and cork Manufacturing Market economy

9 21t22 Pulp, paper, paper products, printing
and publishing

Manufacturing Market economy

10 24 Chemicals and chemical products Manufacturing Market economy

11 25 Rubber and plastics products Manufacturing Market economy

12 26 Other nonmetallic mineral products Manufacturing Market economy

13 27t28 Basic metals and fabricated metal products Manufacturing Market economy

14 29 Machinery, n.e.c. Manufacturing Market economy

15 30t33 Electrical and optical equipment Manufacturing Market economy

16 34t35 Transport equipment Manufacturing Market economy

17 36t37 Manufacturing, n.e.c. and recycling Manufacturing Market economy

18 E Electricity, gas, and water supply Manufacturing Market economy

19 F Construction Retail, construction, telecom Market economy

20 50 Sales, maintenance,
and repair of motor vehicles and
motorcycles;
retail sale of fuel

Retail, construction, telecom Market economy

21 52 Retail trade, except of motor vehicles
and motorcycles; repair of household goods

Retail, construction, telecom Market economy

22 H Hotels and
restaurants

Retail, construction, telecom Market economy

23 64 Post and telecommunications Retail, construction, telecom Market economy

24 O Other community, social and personal
services

Retail, construction, telecom Market economy

25 J Financial intermediation Finance and business services Market economy

26 71t74 Renting of machinery and equipment
and other business activities

Finance and business services Market economy

27 60 Inland transport Transport Market economy
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# Code Industry Sector Aggregated sector

28 61 Water transport Transport Market economy

29 62 Air transport Transport Market economy

30 63 Supporting and auxiliary transport
activities; activities of travel agencies

Transport Market economy

31 70 Real estate activities Nonmarket services Nonmarket economy
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Nonmarket services Nonmarket economy

33 M Education Nonmarket services Nonmarket economy
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Nonmarket services Nonmarket economy
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11.1 Introduction

For students of economic growth, it is impor-
tant to have complete information on outputs,
inputs, and productivity across all sectors of
the economy. Since 2012, the Bureau of Eco-
nomic Analysis (BEA) and the Bureau of Labor
Statistics (BLS) have maintained a complete inte-
grated industry-level production account for the
United States that combines output and interme-
diate inputs data from the BEA GDP by Industry
accounts with measures of labor and capital in-
puts from the BLS Productivity Program.
Although agencies throughout the decentralized
US statistical system have always worked
closely together, this was an innovative effort

for BEA and BLS to produce a joint product.
The internally consistent production account in-
cludes a complete set of prices and quantities of
output produced and inputs consumed by US in-
dustries, as well as measures of multifactor pro-
ductivity (MFP), also referred to as total factor
productivity. Because GDP and aggregate pro-
ductivity data begin in 1929 and 1947, respec-
tively, there has been a growing demand to
have consistent industry-level data that also
span this period. This chapter navigates
numerous hurdles to extend the BEA/BLS inte-
grated industry-level production accounts over
seven decades, from 1947 to 2016.

Dale W. Jorgenson and J. Steven Landefeld
(2006) identified an integration of the nation’s
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national accounts and productivity statistics as a
high priority of their “new architecture” for the
US national accounts.1 One of the main applica-
tions of integrated GDP and productivity statis-
tics is to provide “growth accounting” that is
consistent with official GDP accounts. Growth ac-
counting attributes economic growth to its under-
lying sources across industries and factors of
production, including capital, labor, and MFP.
Recently, growth accounting has been applied
to identify the role of information technology
(as a contributor to aggregate MFP and as a cap-
ital input) in economic growth, to measure the
role of the upgrading of the labor force on eco-
nomic growth, to understand the sources of the
slow recovery in the United States, and for
cross-country comparisons of why economic
growth rates differ. Therefore, having integrated
and official statistics is of utmost importance.

In response to customer demand, BEA and
BLS developed a conceptual framework for
creating an integrated production account in
2006.2 In 2008, BEA and BLS presented a proto-
type integrated production account for the pri-
vate nonfarm business sector that included a
reconciliation of the BEA and BLS estimates.3

The initial focus on the private nonfarm sector
was an effort to be consistent with the existing

official measures of MFP produced by BLS.
The real outputs of government, private house-
holds, and nonprofit institutions were removed
from the output and input sides of the account
because direct measures of output are generally
not available for these nonmarket sectors.4

Including nonmarket sectors tends to dampen
estimates of aggregate productivity growth
because often productivity growth for these sec-
tors is imposed to be zero by construction. Thus,
the official MFP data for the United States focus
on the private business sector, which constitutes
about 74% of GDP. Although the initial proto-
type for the BEA/BLS integrated industry-
level production account covered the private
nonfarm business sector, the ultimate goal was
to have a complete accounting of the entire US
economy.5 Therefore, the BEA/BLS integrated
industry-level production account that was
released in 2012 covered the entire economy
and included data for 63 industries.6 The
completeness of this account allows users to
identify sources of growth in output, factor in-
puts, and productivity at the aggregate level;
highlight the performance of individual indus-
tries; and identify industry contributions to
aggregate output and productivity growth.
This complete account serves as a valuable

1 This built upon Christensen et al. (1973) research that proposed a set of accounts that incorporate indices of input
volume by sector, and Jorgenson et al. (1987) research that extended the accounting system to measures of output by
industry.
2 See Fraumeni et al. (2006) outlined differences in source data and methods that required resolution for a successful
account.
3 See Harper et al. (2008).
4 Direct measures of output for government enterprises are available; however, subsidies account for a large fraction
of government capital income, making estimation of reliable measures of capital for the government sector difficult.
Capital measures for nonprofit institutions and government are estimated following methodology outlined in Harper
et al. (2008).
5 This initial prototype also did not include estimates of labor composition at the industry level.
6 See Fleck et al. (2014).
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source of information for assessing the strength
of the US economy.7

The BEA/BLS integrated industry-level pro-
duction account originally began with data for
1998 and was based on the North American In-
dustry Classification System (NAICS). The pro-
duction account includes data for 63 industries
that make up the GDP by Industry data from
BEA. The NAICS was adopted in 1997 to replace
Standard Industrial Classification (SIC) system
to harmonize Canada, Mexico, and the US statis-
tical classification systems, as well as account for
new and emerging products. To avoid the
resource-intensive effort of bridging the SIC/
NAICS changes in a consistent manner across
all measures of outputs and inputs produced
by multiple statistical agencies and to make use
of the newly integrated GDP by Industry
accounts, the 2012 BEA/BLS integrated produc-
tion account began with 1998 data. Realizing the
value in analyzing past sources of economic
growth, BEA and BLS embarked on efforts to
extend the dataset back in time. In June 2018,
the accounts were extended to include an addi-
tional decade of experimental historical data
covering 1987e97.8 However, because GDP
and aggregate productivity data begin in 1929
and 1947, respectively, there was significant de-
mand by data users to have consistent
industry-level data that also span this period.
Yuskavage (2007) described the conversion of
the 1947e97 Input-Output Tables from an SIC
basis to a NAICS basis. That effort has since
been extended and integrated with the
expenditure-side GDP data. This time series of

make and use tables is an important component
of the integrated industry-level production
account that we describe in this chapter.

The next section reviews the basic framework
for the production account. This is followed by
several sections that discuss the construction of
the historical data, including necessary estima-
tion assumptions and data limitations. Section
11.3 outlines the measures of GDP by Industry
and the annual Make and Use Tables that begin
in 1947, as well as measures of intermediate
inputs of energy, materials, and purchased ser-
vices. Section 11.4 explains the work involved
to extend industry-level measures of hours
worked back to 1947, and the steps involved in
capturing changes in labor composition. Section
11.5 presents efforts to create a consistent histor-
ical series of capital services at the industry level
and explains improvements in the required
imputations for capital services in nonmarket in-
dustries. Section 11.6 reviews adjustments made
to integrate input data with measured output.
Sources of growth are presented in Sections
11.7 and 11.8. Section 11.9 concludes and
provides next steps for the project.

11.2 Production Account framework

The purpose of the BEA/BLS integrated
industry-level production account is to measure
the sources of economic growth from the bottom
up. Thus, we start with a description of account-
ing for growth at the industry level. We rely on a
long line of literature and begin with the

7 MFP growth rates generated from the BEA/BLS integrated production accounts differ from the productivity data
published by BLS because BLS excludes nonmarket sectors and uses a sectoral output concept in the official BLS
productivity statistics. Thus, MFP measures from the BEA/BLS integrated accounts presented here will differ from
the official MFP measures most noticeably in industries with a high concentration of nonprofit institutions and in-
dustries which consume large portions of inputs that are produced within their own industry. Data releases from this
BEA/BLS integrated production account typically also include the official productivity data produced by BLS for
comparison purposes.
8 See Garner et al. (2018).
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equation that describes the sources of growth of
real gross output at the industry level as the
weighted sum of the growth in inputs and the
growth in MFP. For industry j in a given year:

DlnQj ¼ wKjDlnKj þ wLjDlnLj þ wEjDlnEj

þ wMjDlnMj þ wSjDlnSj þ DMFPj (11.1)

where K, L, E, M, S denote capital, labor, energy,
materials, and purchased services, and D is the
difference between periods t and t � 1. The
growth of KLEMS inputs on the right-hand
side and real output on the left-hand side are
log growth rates of real constant-quality inputs
and output. For each inputX,wx is the associated
nominal cost of the input divided by nominal to-
tal cost. In discrete time, these cost shares are
two-period annual average shares in Eq. (11.1),
and in the equations below. We assume that
the cost shares sum to one. There is a long liter-
ature on this assumption and on the relationship
between measured MFP growth using Eq. (11.1)
and technological change. This discussion is
beyond the scope of this chapter, but many of
the issues are summarized in OECD (2001).

In practice, the growth in MFP is unobserv-
able, so it is measured as a residual. MFP growth
is the change in output not accounted for by the
change in measured inputs. MFP growth is a
widely used measure of technological change
and innovation and captures quality advances
and improvements in the overall production
process.

11.3 Output and intermediate inputs
including energy, materials, and services

Output and intermediate inputs come directly
from the GDP by Industry accounts produced by
BEA. BEA’s GDP by Industry statistics provides
a time series of nominal and real gross output,

intermediate inputs, and value added by indus-
try, prepared based on the 2007 NAICS. These
data are fully integrated with expenditure-
based GDP estimates from the National Income
and Product Accounts (NIPAs). In addition, the
data are prepared within a balanced supplyeuse
framework that allows for simultaneous and
consistent analysis of industry output, inputs,
value added, and final demand. These fully inte-
grated GDP by Industry accounts were first
released in January 2014, and covered the period
1997e2012. They have subsequently been
updated annually and extended to cover the
period 1947e2016.

The estimates of intermediate purchases of
energy, materials, and services (EMS) that we
employ in this paper are new for the 1947e97
period. That is, while the total intermediate input
(price and quantity) by industry are available in
the BEA GDP by Industry accounts, information
on the price and quantity of energy (E), materials
(M), and services (S) for 1947e97 are not.9 To
describe the approach taken to develop historical
energy, materials, and services estimates in this
chapter, we begin by reviewing the approach
taken by Jorgenson et al. (2005). They con-
structed EMS by assigning a single energy, mate-
rials, or services intermediate input category to
each individual commodity within their (44 by
44) Use Table. That is, 100% of the Use
Table cell gets allocated to E, M, or S. The com-
modities within the E, M, S categories are aggre-
gated by industry using Tornqvist indexes. This
creates a price and quantity of E, M, and S that is
consistent with the industry-level intermediate
input price and quantity. Because the BEA
industry accounts have more detailed underly-
ing information than the published Use Tables,
we are able to take advantage of these data to
make refined assignments to E, M, or S.

In the account we present here, our E, M, S as-
signments for the 1947e97 period are related to

9 EMS estimates (price and quantity) are available in the GDP by Industry data for 1997 forward.
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the method used for 1997 forward in the official
GDP by Industry accounts. In the official
accounts for 1997 forward, E, M, S assignments
are made using the underlying Use Table at the
“working level.” The working level of detail for
tables beginning in 1997 includes about 5000
goods and services and about 800 industries.
At this level of detail, it is possible to directly
assign each cell in the use matrix to an E, M, S
category (that is, for each detailed commodity
and each industry). For 1947e97, “working
level” information is not available, and only in-
formation at the “summary level” is available.
The “summary level” includes a Use Table on
the order of about 63 commodities and 63
industries.

The methodology that we use in this paper
for 1947e96 allows us to deviate from the
assumption that the entire cell of the Use
Table published at the summary level gets
allocated to a single E, M, or S category. In
particular, we assign Use Table cells between
1947 and 1996 using cell-specific E, M, and S
ratios at the summary-level (but based on
“working level”) table in 1997. To be clear, we
are not using industry-level E, M, S ratios in
1997 and bringing these all the way back in
time to 1947. We are assuming that within a
particular cell of the use table, the same E, M,
S ratio holds in 1947 as in 1997. For example,
suppose that the working level table in 1997
allows us to estimate that at the summary level
90% of the Oil and gas extraction commodity
purchased by the Farm industry was Energy
and 10% was Services (like installation ser-
vices). In our historical data between 1947 and
1997, we assume that this same 90%e10% split
applies to purchases of Oil and gas by the
Farm industry. We reproduce this methodology
for every cell in the Use Table, allowing us to
improve on the assumption that 100% of the

Oil and gas by the Farm industry is an Energy
purchase, and ensuring consistency with the
data from 1997 forward that underlies the offi-
cial EMS estimates in the GDP by Industry
accounts.10

An alternative way to gain intuition for our
approach is that we basically assign each cell in
the 1947e96 Use Table to an E, M, S category,
just as in Jorgenson et al. and just as we do at
the “working level” in the 1997e2016. But,
then we further divide the cells to allow a
portion of each cell to be reapportioned as in
the 1997 detailed data. While we think that this
is an improvement over previous studies that
assigned each cell of the use table at the sum-
mary level in its entirety to an E, M, S category,
we do note that this assumes that within each
cell of the summary-level use table, there was
no structural change across E, M, and S cate-
gories between 1947 and 1996. Of course, our
method does capture structural change in
energy, materials, and services across cells in
the use table. For example, if the Farm industry
has a higher cost share of Oil and gas in 1947
than in 1997, the overall energy share in Farms
would be higher in 1947 than in 1997, assuming
similar structures for the other intermediate
inputs. In summary, this dataset provides the
estimates of gross output, and intermediate in-
puts in current and constant dollars, including
energy, materials, and purchased services that
we use to implement Eq. (11.1).

We note that the framework described in Eq.
(11.1) is based on the concept of industry gross
output that underlies BEA’s GDP by Industry
accounts. The official BLS MFP measures are
based on the concept of sectoral output. Sectoral
output is equal to gross output less only those in-
termediate inputs that are produced within that
industry or sector; intermediate inputs used in
production from outside the industry are not

10 We apply the same price deflator to E, M, and S at the cell level, ensuring that our E, M, and S splits do not impact
the GDP by Industry estimates via double deflation.
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removed. Thus, sectoral output represents the
value of output leaving the sector or industry.
For detailed industries, sectoral output is very
close to gross output because very few industry
outputs are used as intermediate inputs in the
same industry.

11.4 Labor input

The measure of labor input that we use
accounts for both the change in hours worked
by industry and the change in the composition
of industry workers. Measuring labor composi-
tion is important because an improvement in
the composition of the workforce, for example,
due to a higher level of educational attainment,
represents movement along the production func-
tion, not a shift in the production function. If
labor composition was not accounted for in the
measure of labor input, the contribution of
MFP would be confounded with contributions
from changes in the characteristics of the work-
force. The BLS productivity program regularly
publishes measures of hours worked and labor
composition for NIPA-level industries from
1987 forward.11 The next two subsections divide
the discussion of labor input into hours worked
and labor composition.

11.4.1 Hours worked

Measures of hours worked are developed by
the BLS primarily using data on employment
and average weekly hours from the BLS Current
Employment Statistics (CES) program and

supplemented with data from the Current Popu-
lations Survey (CPS) and the National Compen-
sation Survey (NCS).12 Hours worked for
employees are calculated as the product of
employment and average weekly hours paid
and adjusted to remove paid leave using an
adjustment ratio of hours worked to hours
paid. We want to capture the total hours actually
worked and available for production activities.
Hours worked for the self-employed are esti-
mated directly from the CPS. The earliest hours
series for subaggregates of the economy
published by the BLS begin in 1964 and cover
13 economic sectors.13 The data become more
detailed in 1979 when wholesale trade, retail
trade, transportation, and warehousing and util-
ities are available as individual industry groups.
Complete 4-digit NAICS industry coverage be-
gins in 1990. To estimate the historical series of
hours worked for employees, components of
employment and an adjustment ratio of hours
worked to hours paid are created separately.

The CES began collecting data on employ-
ment for all workers and hours for production
workers in 1947 with the primary interest in
understanding the goods-producing economy.
Therefore, employment and hours data begin-
ning in 1947 only cover durable and nondurable
manufacturing, mining, construction, the aggre-
gate service sector, and a few select industries.
Coverage of employment expanded in 1958,
and additional hours became available in 1964.
CES employment data for most 3-digit SIC
subsectors begin in 1972 with continual expan-
sion in service-producing industries through
1990. To fill in the industry gaps in earlier years,

11 https://www.bls.gov/mfp/ Accessed December 1, 2018.
12 BLS Handbook of Methods: Industry Productivity Measures, https://www.bls.gov/opub/hom/inp/pdf/inp.pdf
Accessed December 1, 2018.
13 Natural resources, construction, durable and nondurable manufacturing, transportation, trade and utilities, in-
formation, financial activities, professional business services, education and health, leisure and hospitality, other
services, and government. See nonfarm hours in table “U.S. Nonfarm Economy by Sectordemployees only” and farm
data in “Total U.S. Economydall workers” at bls.gov/lpc.
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data for the first available year that an industry is
published are used to determine an industry’s
size relative to its next larger available parent
sector and this share is held constant going
back in time.14 To estimate hours a similar
approach is taken, using the available produc-
tion worker hours and assuming that nonpro-
duction and production workers work similar
average weekly hours in a given industry.15

The historical CES hours-paid data by industry
are converted to an hours worked basis using
adjustment ratios for 14 major industry groups
available from the BLS productivity program
beginning with data for 1947.16

The CPS are the primary data to estimate
hours worked for self-employed workers and
are used beginning in 1979.17 Prior to 1979,
data are available for a more aggregate set of
10 SIC sectors back to 1947. To create the more
detailed industry data it is assumed that the dis-
tribution of self-employed workers within each
sector is similar to the all employee distribution
of workers. These data are scaled to be consistent
with more aggregate measures currently
published.

The data on hours for both employees and
self-employed are converted from SIC 1987 to
NAICS 2002 using SIC to NAICS CES conver-
sion ratios then converted where necessary using
CES NAICS 2002 to NAICS 2007 conversion

ratios. The BEA National Income and Product
Accounts contain NAICS industry employment
and hours data for some industries back to
1947, with the level of industry detail improving
over time. We convert these data to NAICS 2007,
using the CES bridge ratios as well as NAICS
1997 to NAICS 2002 conversion ratios from the
Economic Census Core Business Statistics. For
consistency with output measures from BEA,
the BLS data are scaled to these NIPA measures.

11.4.2 Labor composition

Measures of hours worked treat every hour
the same regardless of the worker’s experience
and education. Labor composition measures ac-
count for the effect of shifts in the age, education,
and gender composition of the workforce on the
efficacy of labor for use in production. Growth in
labor input in the production framework can be
decomposed into the growth in hours and the
growth in labor composition, which accounts
for changes in the demographic composition of
the labor force.

Eq. (11.2) defines our measure of labor input
that accounts for labor composition.

DlnLj ¼
X
i

�
si;j

�� DlnHoursi;j (11.2)

14 This is a limiting assumption as industries may not have existed or could be expanding so that their historic
importance is overstated. However, this is the only datum available. This is done for total number of employees,
production workers, and production worker hours.
15 Measures of hours for nonproduction workers for 1987 forward use data from the CPS to more accurately capture
hours worked. See Eldridge et al. (2004).
16 Data for 1996 forward use hours worked to hours paid ratios based on the Employment Cost Index (ECI) of the
National Compensation Survey. See https://www.bls.gov/lpc/lprhws/lprhwhp.pdf Accessed December 1, 2018.
Hours worked to hours paid adjustments use data from the BLS Hours at Work survey for 1982e96 and data on leave
practices that were collected from Employer Expenditure surveys. These surveys begin in 1952 and were conducted
periodically and only covered major industry groups.
17 Respondents are assigned to a class of worker based on their primary job from 1979 to 1993; class of worker is
collected for primary and secondary jobs beginning in 1994. Data for 1987 are published by industry the BLS pro-
ductivity program; data from 1979 to 1987 are controlled to published BEA estimates.
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where si,j represents the two-period average
share of total compensation earned by worker
type i within industry j. It is the i worker types,
with specific gender, age, and education group-
ings, that allow for changes in labor composition
to impact the measure of labor input. Intuition
for weighting by si,j can be gained under the
assumption that rates of labor compensation
correspond to the marginal products of workers.
Under this assumption, an hour worked by a
(gender, age, education) group of workers is
up-weighted if the marginal product of the
group is high relative to other groups, and
down-weighted if the group has a relatively
low marginal product. Thus, a shift to workers
of a higher “quality” would manifest as an in-
crease in labor input, even if total hours worked
in the economy remained fixed. Alternatively, if
all worker types were the same and received the
same wage, labor input growth would corre-
spond to the growth rate in hours worked.

For this paper, for the years 1987e2016,
workers are disaggregated by sex, eight age
groups, six education groups, and employment
class (payrolled vs. self-employed) for a total of
192 demographic categories. The estimation pro-
cess begins by filling out information on employ-
ment, hours, and compensation for each
demographic category of worker in each of the
63 industries, creating a 12,096 cell matrix for
each year. For 1990 and 2000, the matrices are
initialized using the US Census (1990) and 2000
1-Percent Public Use Microdata Sample
(PUMS) files. Initial estimates are generated for
1991e99 by linear interpolation at the cell level.
These initial estimates are iteratively adjusted
using the RAS balancing technique tomatch a se-
ries of marginal controls developed from the
March supplement to the CPS. For years before
1990 the t þ 1 balanced matrices are used as
the initial cell estimates, and for years after
2000 the t � 1 balanced matrices are used. As
with the periods 1990e2000, these initial
matrices are iteratively adjusted to match con-
trols from the CPS.

After balancing, the matrices are scaled in
sequence (1) to employment controls from
BEA’s National Income and Product Accounts
(NIPAs) for 63 industries by employment class,
(2) to BLS hours for 63 industries by employment
class, (3) to NIPA hours for payrolled workers by
17 aggregate industries, and (4) to NIPA
compensation for payrolled workers by 63
industries. In the final step, the hourly compen-
sation of self-employed workers is replaced by
the rate for payrolled workers in the same cell.
This step is taken because reported compensa-
tion of self-employed workers cannot be disen-
tangled from compensation accruing to their
capital assets. Additional methodological infor-
mation is described in Fleck et al. (2014) with
updates in Rosenthal et al. (2014).

In preparing the 1987e97 period covered by
these accounts, a modified SIC-to-NAICS bridge
was constructed to incorporate time-varying
weights for manufacturing industries. These dy-
namic, employment-based weights to go be-
tween SIC and NAICS were supplied by the
Federal Reserve Board based on research from
Bayard and Klimek (2003) which made use of
establishment-level microdata from the Census
of Manufacturing and the Annual Survey of
Manufactures spanning the period from 1963 to
1997. The time-varying weights replaced static
weights where available, but were scaled to
leave unchanged any weights linking portions
of SIC manufacturing industries to NAICS
nonmanufacturing industries. For the period be-
tween 1997 and 2000, all updated manufacturing
weights were interpolated to the static weights
from the previous bridge.

The modified SIC-to-NAICS bridge was
applied to the US Census (1990) PUMS files to
develop the initial 1990 labor composition matrix
as well as to the 1987e2002 CPS marginal
controls. The bridge was also applied to the
SIC-based NIPA employment, hours, and
compensation scaling controls for 1987e97;
however, these converted results were not used
directly. In order to mitigate the possibility of
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time series breaks, the converted series were
used as indicators to backcast a time series
beginning with the 1998 levels in the published
NAICS-based NIPA tables. Finally, these new
NAICS-based employment, hours, and compen-
sation levels were scaled to the SIC-based totals
for all industries to ensure that this conversion
process left totals unchanged.

In addition to the modified bridge, the
1987e91 March Supplement of the CPS required
special handling for the reported level of educa-
tional attainment. The current questionnaire
allows respondents to select their highest degree
attained, which aligns well with the education
categories chosen for these accounts. However,
prior to 1992, respondents were instead asked
for the number of years of schooling, as well as
whether the last year of schooling was
completed. This inconsistency was addressed
by converting the number of years of schooling
to an estimated highest degree attained via a fre-
quency matrix described in Jaeger (1997). That
work matched CPS respondents who had
reported educational attainment under both ver-
sions of the questionnaire, and cross tabulated
pairs of responses to create conversion weights.
With this dataset, we are able to implement Eq.
(11.2): HOURSi;j;t is the hours worked by worker
type i in industry j and si;j;t is worker type i’s
share in total labor compensation in industry j.18

The growth rate in labor composition for
1987e2016 is defined as the difference between
the growth rate of labor input described above
and the growth rate of hours worked (Eq. 11.3):

Dln Labor CompositionjhDlnLj � DlnHoursj
(11.3)

Because this same measure of labor composi-
tion is not available for 1947e86, we take the
labor composition growth estimates reported in
Jorgenson et al. (2018) and add this to the hours

growth estimates based on the hours dataset
described above to arrive at labor input mea-
sures. The method and data sources used to
estimate labor composition in Jorgenson et al.
(2018) closely correspond to the methods used
in this paper, so that historical data can be easily
linked to the 1987e2016 time series. The labor
share in gross output is taken from this dataset
as well. The BLS has also constructed labor
composition measures from 1976 to 2016 using
the monthly CPS data and BEA/BLS will work
toward incorporating these measures into this
integrated account in the future.

11.5 Capital inputs

Capital services data are from the MFP statis-
tics produced by the BLS. The estimate of capital
services is produced by first estimating the pro-
ductive capital stock and then estimating the
rental price of capital. The productive capital
stock is measured as the sum of past investments
net of deterioration and is constructed by BLS as
vintage aggregates of real historical investments
by US industries using the perpetual inventory
method (Fleck et al., 2014). Economic theory dic-
tates aggregating the different capital stocks of
assets by using the marginal product of each
asset to estimate industry capital input mea-
sures. A profit-maximizing firm will accumulate
capital up to the point at which its marginal
product equals what it would have to pay to
obtain the capital service. However, due to firms
owning their capital, there is not a clear way to
measure these marginal products from observ-
able transactions. Thus, an implicit rental price,
or user cost of capital, must be calculated for
each asset within an industry. Vintage aggrega-
tion provides a mechanism to combine the value
of various types and vintages of capital stocks

18 Additional information concerning data sources and methods of measuring labor composition can be found in
Zoghi (2010).
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over time into a single capital service measure
using capital rental prices as weights.

Since some capital assets, such as railroad
structures, can last up to 90 years, these vintage
aggregations require a sizable amount of invest-
ment data over an extended period of time. With
the previous release of the BEA/BLS integrated
production account, historical vintages of real in-
vestment data were created to compute capital
service measures by industry. This investment
data go back as far as the BEA fixed asset data,
1901, and a measure of productive capital stocks
were generated for each of the roughly 100 assets
in the capital service measure (Fleck et al., 2014).
Because of the need to account for all previous
investments, historical stocks covering
1947e2016 for equipment, structures, and intan-
gibles had previously been computed for past re-
leases of the integrated BEA/BLS accounts.
However, since inventory and land estimates
are nondepreciable, vintage aggregation was
not required to estimate those asset pieces.
Hence, the historical stocks of inventories and
land were not readily available from our previ-
ous iterations of the BEA/BLS integrated ac-
count. Stocks for these assets for 1947e86 were
estimated for the first time for this paper, as are
1947e86 estimates of capital services for federal
and state and local governments.

11.5.1 Estimating inventory stocks

Inventories consist of finished goods, work-
in-process, and materials and services. They are
the stock of goods held in reserve that are
intended to be sold (finished goods) or trans-
formed into finished goods (work-in-process or
materials and supplies). Stocks of inventories
are considered to provide capital services
because they represent both an input into the
production process and an opportunity cost to
the firm. Industry market value of inventories
is reported annually in the BEA National Income
and Product Accounts. These data are used to

calculate capital stocks directly, because inven-
tories are considered to be nondepreciable assets
and thus vintage aggregation is not necessary.

Data on industry investment in inventories
are provided quarterly in the BEA National
Income and Product Accounts. For all NIPA
manufacturing industries, data are available by
stage of processing (finished goods, work-
in-process, and materials and supplies) starting
in 1996. For nonmanufacturing industries,
quarterly total inventories are available at the
aggregate levels of Farm, Mining-Utilities-
Construction, Manufacturing, Wholesale Trade,
Retail Trade and All Other sectors. For currently
published measures, BLS annualizes the quar-
terly BEA data, using converted SIC 1987e96
data to create a full 1987e2016 time series. BLS
then uses inventory investment data for each in-
dustry from the IRS to break out the aggregate
nonmanufacturing sectors to the NIPA industry
detail.

The differences between the SIC 1972 and
1987 classifications for Farm, Manufacturing,
Wholesale Trade, Retail Trade, and “All Other”
aggregate sectors are negligible. Therefore, the
quarterly inventory series were linked together
using the latest definition on a level basis to
obtain a series for 1947e86.

A three step process to convert these data to a
NAICS 2007 basis was used. Historical SIC data
were converted to a NAICS 1997 basis by mov-
ing a piece out of manufacturing and into the
“Other” sector to better align with the NAICS
1997 treatment of auxiliaries in the NAICS defi-
nition. The NAICS 1997-based inventory data
for Farm, Mining-Utilities-Construction, Whole-
sale Trade, Retail Trade, and All Other sectors
were linked to the BLS 1987e2016 time series.
This rudimentary assumption holds that at the
aggregate sector, the differences introduced by
the 2002 NAICS were not significantly different
from the 1997 NAICS definition at this level of
detail. The final step is to break out the aggregate
sector data to the NIPA industry detailed level
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for the nonmanufacturing industries. For the
1947e86 period, BLS used the 1997 ratios of
IRS industry inventory investment for each
year to distribute the detailed industries from
the aggregate.

For industries within the manufacturing
sector, we were able to take advantage of histor-
ical SIC inventory investment by stage of pro-
cessing that is available for 1967e86. To
complete the time series, manufacturing total in-
ventories for 1947e66 were distributed by using
the share of finished goods, work-in-process,
and materials and supplies to total
manufacturing in 1967. BLS then converted this
SIC data to NAICS and linked it to its previous
1987e2016 estimates.

11.5.2 Estimating land stocks

As with inventories, land is not considered to
have efficiency decline, and thus vintage aggre-
gation of the land stocks was not necessary for
previous versions of the integrated account. For
all nonfarm industries, land is estimated by
applying a land-structure ratio based on unpub-
lished estimates by the BLS to the value of struc-
tures. These ratios are based on data from 2001
for all counties in Ohio. Farm land stock is based
on data from the Economic Research Service of
the US Department of Agriculture and is avail-
able for 1960-forward. For 1947e59, the change
in farm land value from 1961 to 60 is applied.

11.5.3 Historical capital rental prices

Capital rental prices equal the price of an asset
multiplied by the sum of the rate of depreciation
and the appropriate rate of return on the asset,

accounting for both inflation and taxes. Because
rental prices are computed separately for each
asset category � industry combination, they
have significant data requirements. Income com-
ponents from BEA’s GDP-by-Industry data play
an integral role in calculating the rental price for
each of the 63 industries.

With the release of the historical Inpute
Output Tables, BEA published a time series of
GDP by Industry data for all 63 industries back
to 1947 on a NAICS 2007-basis. Additionally,
the major components of value added were pub-
lished beginning in 1987. Some of the underlying
estimates of these data are also published on a
NAICS-2007 basis starting in 1998.19

Of the 18 income pieces needed for the rental
price computation, 13 are available in BEA’s His-
torical SIC GDP-by-Industry dataset on a SIC
1972 basis. BLS converted these data to a NAICS
2007-basis to ensure that the data going into the
BEA/BLS integrated production account would
be consistent. The process for estimating these
data is a four-step process similar to that of the
earlier work accomplished by the BEA in recod-
ing their SIC National Income and Product
Account data back to 1947.20

First, each detailed income component from
the GDP-by-Industry data was converted to a
NAICS 1997-basis by using the variable SIC
1972 to NAICS 1997 bridge previously used by
BEA to convert the InputeOutput tables to a
NAICS 1997 basis. This bridge was first used
to publish NAICS-based GDP-by-Industry
data that were released in December of 2005,
and this bridge serves as the beginning point
for the Integrated BEA/BLS production account
value added conversion to a NAICS basis.21

This work provided annual conversion ratios
for 1978e86, but due to limited data availability

19 BEA chose not to convert the major components of value-added prior to 1987 due to limited SIC data in the 1947e86
period and data validity concerns. See Yuskavage (2007).
20 See Garner et al. (2018).
21 See Yuskavage and Fahim-Nader (2005).
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these ratios are held fixed prior to 1978. Future
work plans to add more information that better
reflects the changing industry dynamics from
the 1947e78 period.

Second, the NAICS 1997-based data were
then converted to NAICS 2002 using historical
data used in previous conversions by the BEA
to move estimates to a more current NAICS defi-
nition during a comprehensive revision. These
bridge ratios were provided to BLS to keep the
consistency of the income conversions with the
other statistics that BEA had already transi-
tioned. BLS currently uses historical NAICS
2002-based data to create a complete time series
of the GDP by Industry income components not
published prior to 1998. These NAICS 2002-
based data are converted to NAICS 2007 by
using conversion ratios based off of the rate of
change in the NAICS 2002 to NAICS 2007-
based gross operating surplus for each industry
for 1987e97. The historical 1947e86 GOS data
were linked to the 2002 basis using the overlap-
ping 1987 (NAICS, 1997) and 1987(NAICS,
2002) gross operating surplus data. We linked
that series onto the NAICS 2007-based GOS
published estimates in 1998.

After initial conversion of the pieces of value
added from 1947e86 the fourth and final step
of the process was to scale the value-added com-
ponents, GOS, employee compensation, and
taxes on production and imports to ensure con-
sistency with value added so that each subcom-
ponent added up to the aggregate in an
integrated and robust way. These adjustment ra-
tios were minor, averaging around 1% across all
years and industries.

The last two components needed to compute
our rental prices are motor vehicle licenses taxes
and property taxes. These data are available at
the total economy level and are on a NAICS
2007 basis for the full time series. We used each
industry’s share of value added to the total econ-
omy in 1987 to break out the national tax data to
an industry level for 1947e86.

11.5.4 Estimating capital services for
government

BLS measures of capital services for govern-
ment are an aggregation of equipment, structure,
and land stock. Capital stocks of equipment and
land are derived from BEA government
consumption of fixed capital, current-cost net
stock, chain-type quantity stock, and current-
cost depreciation. All data are available for
1947e2016. Rental prices for each asset category
are calculated using the BLS external rate of
return for the private nonfarm business sector.

Using the data described above on productive
capital stock and rental prices by asset and in-
dustry, we construct capital input measures at
the industry level by aggregating over assets.
This completes our discussion of the estimates
of capital input by industry.

11.6 Integration adjustments

Because the data used for this account are pro-
duced across statistical agencies and with incon-
sistent original data sources, a few additional
steps were required to produce an account that
is integrated with the official GDP by Industry
accounts. We describe those details here. The
first is that nominal capital services estimates
produced by the BLS and the residual capital
services estimates based on the GDP by Industry
accounts data (calculated as value added less
total labor compensation including payments
to the self-employed) may be inconsistent
because they are produced independently
(although with related data). To reconcile these,
we keep the nominal value of capital services im-
plicit in the GDP by Industry accounts, and the
quantity of capital services estimated by the
BLS andmake an implicit adjustment to the price
of capital services. This yields the capital share
and capital input growth rate required to imple-
ment Eq. (11.1) in a way that is consistent with
the GDP by Industry accounts.
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The second issue is that labor compensation is
not available in the GDP by Industry accounts
before 1987. To derive our measure of labor
compensation for 1947e86, we apply the labor
share in value added from Jorgenson et al.
(2018) to BEA’s published industry value added
estimates. Capital compensation is calculated as
a residual and the implicit prices of labor and
capital are adjusted such that the account bal-
ances. Future work is under consideration to
produce the labor and capital services estimates
across agencies so that they hit nominal GDP
by Industry as an accounting identity without
the need to make integration adjustments.

Our treatment of the government sectors is
noteworthy as well. As noted above, BLS’s pri-
mary focus is on the private business sector.
For the purpose of this account an estimate of
government land services based on the data
sources described in Jorgenson and Landefeld
(2006) were used. We then reaggregate total gov-
ernment inputs to create total government in-
puts in current and constant dollars and this
serves as our price and quantity of government
output as well. Because we change government
output, we adjust real government value added,
and thus aggregate value added growth is
changed as well. The approach taken to govern-
ment land is an area for future research.

Our final note here is on the industry level of
detail available in this report. From 1963 for-
ward, the official GDP by Industry accounts in-
cludes sufficient detail to produce growth
accounting estimates for 63 NAICS industries.
For 1947e63, less industry detail is available,
and we are constrained in this version of the
research to present estimates for only 44 indus-
tries. Providing additional industry detail for
the 1947e63 period is another topic for future
research.

11.7 Industry-level sources of growth

Tables 11.1 and 11.2 give the sources of
growth at the industry level between 1947 and
2016. Because the output growth numbers have
been previously published in the BEA estimates,
we focus this write-up on the sources of output
growth across industries. The first takeaway is
that between 1963 and 2016, the accumulation
of inputs (including substitution toward higher
quality inputs) accounted for the preponderance
of growth for all but 7 of the 63 industries.22 Spe-
cifically, only in the Farms, Primary metals,
Textile mills and textile product mills, Apparel
and leather and allied products, Computer and
electronic products, Petroleum and coal, and
Rail transportation industries did growth in
MFP account for more than the contribution of
input growth. Between 1947 and 1963, six indus-
tries had MFP growth that accounted for more
than half of output growth: Farms, Support
activities for mining, Wood products, Textile
mills and textile product mills, Administrative
and waste management services, and Arts,
entertainment, and recreation.

At the industry level, the accumulation of cap-
ital input was most important in the Rental and
leasing services and lessors of intangible assets,
Data processing, Internet publishing, and other
information services, Federal Reserve banks,
credit intermediation, and related activities,
and Broadcasting and telecommunications in-
dustries between 1963 and 2016. Between 1947
and 1963, capital contributed the most to growth
in the Rental and leasing services and lessors of
intangible assets, Real estate, Information, and
Utilities industries. Obviously, information on
the sources of growth is useful for classifying in-
tensity of capital used across industries, and this
is an important use of this new dataset.

22 This includes industries that had positive MFP growth, but negative output growth, along with industries where
MFP growth accounted for more than 50% of output growth.
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TABLE 11.1 Sources of industry output growth, 1963e2016.

Output
growth

Capital
contribution

Labor
contribution

Intermediate
contribution

MFP
growth

Farms 1.89 0.03 �0.35 0.59 1.61

Forestry, fishing, and related activities 1.11 0.72 0.42 0.13 �0.16

Oil and gas extraction 1.01 0.47 0.16 0.81 �0.44

Mining, except oil and gas 0.90 0.51 �0.15 0.36 0.18

Support activities for mining 1.58 0.23 0.45 0.39 0.51

Utilities 1.09 1.20 0.10 0.30 �0.52

Construction 1.35 0.17 0.66 1.04 �0.52

Wood products 1.48 0.16 �0.02 1.19 0.15

Nonmetallic mineral products 0.88 0.45 �0.04 0.55 �0.07

Primary metals 0.10 0.10 �0.35 0.18 0.18

Fabricated metal products 1.67 0.29 0.13 1.06 0.19

Machinery 2.32 0.70 0.05 1.27 0.30

Computer and electronic products 7.42 0.56 0.14 1.87 4.85

Electrical equipment, appliances, and components 1.22 0.57 �0.21 0.47 0.39

Motor vehicles, bodies and trailers, and parts 2.46 0.36 0.02 1.73 0.34

Other transportation equipment 1.68 0.68 �0.04 1.42 �0.38

Furniture and related products 1.63 0.21 0.09 1.03 0.30

Miscellaneous manufacturing 2.23 0.43 0.26 0.88 0.66

Food and beverage and tobacco products 1.60 0.31 0.04 1.24 0.02

Textile mills and textile product mills �0.06 0.00 �0.48 �0.38 0.81

Apparel and leather and allied products �1.22 0.11 �1.05 �0.82 0.54

Paper products 1.14 0.32 �0.08 0.89 0.02

Printing and related support activities 1.43 0.12 0.11 0.78 0.42

Petroleum and coal products 1.33 0.15 �0.05 0.35 0.88

Chemical products 2.41 1.09 0.07 1.44 �0.19

Plastics and rubber products 3.13 0.53 0.41 1.81 0.39

Wholesale trade 4.64 1.51 0.62 1.13 1.37

Retail trade 2.71 0.90 0.63 0.60 0.58

Air transportation 4.07 0.70 0.52 2.02 0.84

Rail transportation 0.10 0.02 �1.39 0.30 1.17
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TABLE 11.1 Sources of industry output growth, 1963e2016.dcont'd

Output
growth

Capital
contribution

Labor
contribution

Intermediate
contribution

MFP
growth

Water transportation 2.82 0.12 0.13 1.84 0.73

Truck transportation 3.03 0.35 0.82 1.58 0.27

Transit and ground passenger transportation 1.06 0.27 0.67 0.58 �0.45

Pipeline transportation 2.10 0.81 0.04 0.54 0.71

Other transportation and support activities 3.19 0.30 1.17 1.39 0.32

Warehousing and storage 4.95 0.27 1.56 1.26 1.87

Publishing industries, except the Internet
(includes software)

3.73 0.92 0.38 1.46 0.97

Motion picture and sound recording industries 3.20 1.27 0.35 0.97 0.61

Broadcasting and telecommunications 5.47 2.21 0.29 2.11 0.86

Data processing, Internet publishing, and other
information services

6.65 2.48 1.43 3.30 �0.56

Federal Reserve banks, credit intermediation, and
related activities

3.48 2.34 0.69 1.23 �0.78

Securities, commodity contracts, and investments 6.84 0.43 1.82 3.16 1.43

Insurance carriers and related activities 3.60 1.46 0.68 1.54 �0.08

Funds, trusts, and other financial vehicles 4.36 0.32 0.07 3.90 0.05

Real estate 3.38 2.01 0.11 0.98 0.28

Rental and leasing services and lessors of
intangible assets

4.67 4.06 0.41 1.17 �0.97

Legal services 1.88 0.77 1.59 0.94 �1.42

Computer systems design and related services 6.57 0.92 4.35 1.80 �0.49

Miscellaneous professional, scientific, and
technical services

4.82 1.11 1.44 1.82 0.46

Management of companies and enterprises 3.41 1.05 1.12 1.72 �0.49

Administrative and support services 5.66 0.93 2.30 2.22 0.21

Waste management and remediation services 3.26 0.74 0.80 1.68 0.04

Educational services 3.22 0.25 1.44 1.55 �0.02

Ambulatory health care services 3.77 0.34 2.32 1.45 �0.34

Hospitals and Nursing and residential care 4.15 0.66 1.73 2.54 �0.79

Social assistance 5.69 0.18 2.53 2.53 0.45
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TABLE 11.1 Sources of industry output growth, 1963e2016.dcont'd

Output
growth

Capital
contribution

Labor
contribution

Intermediate
contribution

MFP
growth

Performing arts, spectator sports, museums, and
related activities

3.58 0.10 1.20 1.38 0.89

Amusements, gambling, and recreation industries 3.66 0.87 0.99 1.67 0.12

Accommodation 3.82 0.89 0.48 1.60 0.85

Food services and drinking places 2.67 0.25 0.81 1.66 �0.05

Other services, except government 2.24 0.40 0.15 1.10 0.60

Federal 1.29 0.42 0.24 0.61 0.02

State and local 2.92 0.66 1.23 0.98 0.04

Notes: Average annual percentage growth. A contribution is a share-weighted growth rate.

TABLE 11.2 Sources of industry output growth 1947e63.

Output
growth

Capital
contribution

Labor
contribution

Intermediate
contribution

MFP
growth

Farms 2.55 0.16 �1.59 1.39 2.59

Forestry, fishing, and related activities 3.45 1.33 �0.03 2.49 �0.35

Oil and gas extraction 3.35 1.83 0.28 1.09 0.15

Mining, except oil and gas �0.69 0.26 �1.23 0.29 0.00

Support activities for mining 0.70 0.15 0.16 �0.77 1.15

Utilities 5.39 2.05 0.24 2.00 1.11

Construction 4.95 0.17 0.47 2.77 1.54

Wood products 0.95 0.29 �0.36 0.01 1.01

Nonmetallic mineral products 4.34 0.90 0.33 2.38 0.73

Primary metals 1.60 0.67 0.02 1.41 �0.50

Fabricated metal products 1.81 0.40 0.41 0.70 0.30

Machinery 2.41 1.20 0.34 1.02 �0.15

Computer and electronic products 6.68 0.62 1.56 5.20 �0.70

Electrical equipment, appliances,
and components

1.02 1.44 0.53 1.30 �2.23

Motor vehicles, bodies and trailers, and parts 4.31 0.67 0.27 2.57 0.81

Other transportation equipment 6.96 0.83 1.58 2.86 1.70
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TABLE 11.2 Sources of industry output growth 1947e63.dcont'd

Output
growth

Capital
contribution

Labor
contribution

Intermediate
contribution

MFP
growth

Furniture and related products 3.39 0.14 0.10 1.83 1.32

Miscellaneous manufacturing 2.57 0.27 0.24 0.82 1.25

Food and beverage and tobacco products 2.40 0.19 �0.01 1.53 0.70

Textile mills and textile product mills 2.31 0.06 �0.34 1.32 1.28

Apparel and leather and allied products 2.15 0.19 �0.01 0.96 1.01

Paper products 3.44 0.71 0.47 1.86 0.40

Printing and related support activities 3.43 0.19 0.48 2.70 0.06

Petroleum and coal products 3.26 0.38 0.08 2.56 0.24

Chemical products 6.43 1.17 0.53 2.88 1.85

Plastics and rubber products 5.92 1.21 0.58 3.25 0.87

Wholesale trade 3.70 1.29 0.84 0.35 1.22

Retail trade 3.10 0.58 0.34 1.18 1.00

Transportation and warehousing 1.56 0.61 �0.38 0.56 0.78

Information 3.92 2.05 0.48 1.45 �0.06

Finance and insurance 4.47 1.08 1.29 1.97 0.13

Real estate 4.12 3.49 0.07 0.50 0.06

Rental and leasing services and lessors of
intangible assets

5.90 4.02 0.03 1.51 0.35

Professional, scientific, and technical services 6.03 1.57 0.69 2.71 1.05

Management of companies and enterprises 2.59 1.94 0.21 0.79 �0.36

Administrative and waste management
services

8.28 1.17 1.15 1.66 4.30

Educational services 5.76 0.67 1.39 3.21 0.49

Health care and social assistance 4.83 1.40 1.81 1.80 �0.18

Arts, entertainment, and recreation 1.07 0.50 0.26 �0.45 0.76

Accommodation 0.78 1.02 0.20 �0.37 �0.07

Food services and drinking places 1.47 0.40 0.42 1.17 �0.51

Other services, except government 3.13 0.38 0.75 1.28 0.73

Federal 2.52 0.16 0.66 1.89 �0.20

State and local 4.63 1.40 2.24 1.10 �0.11

Notes: Average annual percentage growth. A contribution is a share-weighted growth rate.
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Not surprisingly, the accumulation of labor
input made the largest contributions to growth
to industries in the service sector. For example,
the industries with the largest labor contribu-
tions to growth between 1963 and 2016 were
the Computer systems design and related ser-
vices, Social assistance, Ambulatory health care
services, and Administrative and support ser-
vices. Between 1947 and 1963, State and local
government, Health care and social assistance,
and Other transportation equipment had the
largest labor contributions to industry output
growth.

Tables 11.3 and 11.4 present new information
on the sources of intermediate input growth
across industries. As noted above, this informa-
tion is new because previously published esti-
mates of intermediate input included the total,

while those used in this account include break-
downs on energy, materials, and services.
Between 1963 and 2016, the largest users of
energy intermediate (measured as the contribu-
tion of energy to gross output growth) were
Air transportation, Truck transportation, Water
transportation, and Utilities industries. The
largest users of materials inputs were the Com-
puters and electronic products industry (likely
from constant-quality semiconductor inputs),
Motor vehicles, bodies and trailers, and parts,
and Other transportation equipment. The Data
processing, Internet publishing, and other infor-
mation services, Securities, commodity con-
tracts, and investments, Funds, trusts, and
other financial vehicles, and Administrative
and support services industries made extensive
use of intermediate inputs of services.

TABLE 11.3 Sources of intermediate input growth 1963e2016.

Intermediate
contribution

Energy
intermediate

Materials
intermediate

Services
intermediate

Farms 0.59 �0.03 0.45 0.17

Forestry, fishing, and related activities 0.13 �0.05 0.03 0.15

Oil and gas extraction 0.81 0.04 0.57 0.19

Mining, except oil and gas 0.36 �0.02 0.20 0.18

Support activities for mining 0.39 0.01 0.02 0.35

Utilities 0.30 0.15 �0.02 0.18

Construction 1.04 0.01 0.77 0.26

Wood products 1.19 0.00 0.90 0.29

Nonmetallic mineral products 0.55 �0.06 0.40 0.21

Primary metals 0.18 �0.10 0.20 0.07

Fabricated metal products 1.06 0.00 0.77 0.29

Machinery 1.27 0.00 1.00 0.27

Computer and electronic products 1.87 0.00 1.61 0.26

Electrical equipment, appliances, and components 0.47 �0.01 0.38 0.11

Motor vehicles, bodies and trailers, and parts 1.73 0.00 1.42 0.31
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TABLE 11.3 Sources of intermediate input growth 1963e2016.dcont'd

Intermediate
contribution

Energy
intermediate

Materials
intermediate

Services
intermediate

Other transportation equipment 1.42 0.00 1.13 0.29

Furniture and related products 1.03 0.01 0.75 0.27

Miscellaneous manufacturing 0.88 0.01 0.47 0.41

Food and beverage and tobacco products 1.24 0.01 1.03 0.19

Textile mills and textile product mills �0.38 �0.06 �0.47 0.14

Apparel and leather and allied products �0.82 �0.05 �1.09 0.32

Paper products 0.89 0.01 0.66 0.22

Printing and related support activities 0.78 0.00 0.58 0.20

Petroleum and coal products 0.35 �0.02 0.31 0.06

Chemical products 1.44 0.03 0.99 0.43

Plastics and rubber products 1.81 0.04 1.38 0.39

Wholesale trade 1.13 0.01 0.18 0.94

Retail trade 0.60 �0.06 0.04 0.62

Air transportation 2.02 0.54 0.08 1.40

Rail transportation 0.30 0.05 �0.02 0.27

Water transportation 1.84 0.19 0.18 1.48

Truck transportation 1.58 0.34 0.30 0.94

Transit and ground passenger transportation 0.58 0.06 0.04 0.48

Pipeline transportation 0.54 �0.11 0.31 0.34

Other transportation and support activities 1.39 0.08 0.34 0.98

Warehousing and storage 1.26 0.07 0.18 1.01

Publishing industries, except internet (includes
software)

1.46 0.01 0.36 1.09

Motion picture and sound recording industries 0.97 0.01 0.08 0.88

Broadcasting and telecommunications 2.11 0.00 0.49 1.63

Data processing, Internet publishing, and other
information services

3.30 0.05 0.73 2.53

Federal Reserve banks, credit intermediation, and
related activities

1.23 0.00 0.07 1.17

Securities, commodity contracts, and investments 3.16 0.00 0.14 3.03

Insurance carriers and related activities 1.54 �0.02 0.01 1.56
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Obviously, these data are extremely useful for
analyzing production processes across
industries.

Because the tabulations from this account are
based on preliminary data, we have chosen to
present only the high-level results as a proof of
concept. Future data development and research
will permit a more fundamental analysis on the
sources of growth across industries.

11.8 The sector origins of economic
growth

In this section, we describe the sector origins
of economic growth using the dataset described
above and aggregating over industries. Before
moving on to the results, we describe our frame-
work for aggregating across industries. The
starting is production possibility frontier model

TABLE 11.3 Sources of intermediate input growth 1963e2016.dcont'd

Intermediate
contribution

Energy
intermediate

Materials
intermediate

Services
intermediate

Funds, trusts, and other financial vehicles 3.90 �0.01 0.03 3.88

Real estate 0.98 0.08 0.10 0.80

Rental and leasing services and lessors
of intangible assets

1.17 0.03 0.00 1.14

Legal services 0.94 �0.04 0.11 0.87

Computer systems design and related services 1.80 0.03 0.47 1.30

Miscellaneous professional, scientific, and technical
services

1.82 0.00 0.36 1.46

Management of companies and enterprises 1.72 0.03 0.18 1.51

Administrative and support services 2.22 0.05 0.44 1.72

Waste management and remediation services 1.68 �0.03 0.59 1.12

Educational services 1.55 0.03 0.35 1.17

Ambulatory health care services 1.45 0.00 0.36 1.10

Hospitals and nursing and residential care 2.54 0.10 0.92 1.52

Social assistance 2.53 0.11 1.00 1.42

Performing arts, spectator sports, museums,
and related activities

1.38 �0.02 0.04 1.36

Amusements, gambling, and recreation industries 1.67 0.08 0.39 1.20

Accommodation 1.60 0.07 0.56 0.97

Food services and drinking places 1.66 0.05 0.73 0.88

Other services, except government 1.10 �0.01 0.37 0.73

Federal 0.61 0.02 0.20 0.39

State and local 0.98 0.10 0.26 0.62

Notes: Average annual percentage growth. A contribution is a share-weighted growth rate.
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TABLE 11.4 Sources of intermediate input growth 1947e63.

Intermediate
contribution

Energy
intermediate

Materials
intermediate

Services
intermediate

Farms 1.39 0.10 1.39 �0.11

Forestry, fishing, and related activities 2.49 0.00 2.14 0.36

Oil and gas extraction 1.09 0.00 �0.11 1.21

Mining, except oil and gas 0.29 �0.02 0.25 0.06

Support activities for mining �0.77 �0.02 �0.48 �0.27

Utilities 2.00 0.95 0.59 0.46

Construction 2.77 0.06 2.36 0.35

Wood products 0.01 �0.01 0.72 �0.70

Nonmetallic mineral products 2.38 0.28 1.87 0.24

Primary metals 1.41 0.13 1.17 0.11

Fabricated metal products 0.70 0.02 0.63 0.05

Machinery 1.02 0.00 0.97 0.04

Computer and electronic products 5.20 0.05 4.26 0.89

Electrical equipment, appliances, and
components

1.30 0.02 1.10 0.18

Motor vehicles, bodies and trailers, and parts 2.57 0.01 2.42 0.15

Other transportation equipment 2.86 0.04 2.42 0.40

Furniture and related products 1.83 0.01 1.79 0.03

Miscellaneous manufacturing 0.82 0.01 0.88 �0.07

Food and beverage and tobacco products 1.53 0.00 1.41 0.12

Textile mills and textile product mills 1.32 0.00 1.31 0.01

Apparel and leather and allied products 0.96 �0.01 1.09 �0.12

Paper products 1.86 0.08 1.70 0.07

Printing and related support activities 2.70 0.03 2.20 0.47

Petroleum and coal products 2.56 0.05 2.10 0.41

Chemical products 2.88 0.13 2.24 0.51

Plastics and rubber products 3.25 0.08 2.77 0.39

Wholesale trade 0.35 0.03 0.16 0.17

Retail trade 1.18 0.25 0.46 0.47

Transportation and warehousing 0.56 0.05 �0.06 0.58
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of production described in Jorgenson et al.
(2007).

DlnV ¼
X
j

gjDlnVj (11.4)

Eq. (11.4) says that aggregate value added
growth, D ln V, in year t is the share weighted
growth in industry-level real value added
growth, D ln Vj, where the weights are the
average of period t and t � 1 shares of each
industry’s nominal value added in aggregate
nominal value added. Because value added
growth is not directly measured, we use the
growth accounting identity that the growth of
gross output (Qj) equals the weighted growth
of intermediate inputs (which itself is an aggre-
gate of the energy, material, and service inputs
from industry j, and value added (Vj) to back

out the growth rate of value added. Rearranging
Eq. (11.5), which is the growth accounting rela-
tionship between gross output, intermediate
inputs, and value added, yields Eq. (11.6):

DlnQj ¼ wvjDlnVj þ wEjDlnEj þ wMjDlnMj

þ wSjDlnSj
(11.5)

where the weights are the average of period t
and t � 1 shares of value added and intermedi-
ate input factors in nominal gross output.

DlnVj

¼ DlnQj � wEjDlnEj � wMjDlnMj � wSjDlnSj
wvj

(11.6)

TABLE 11.4 Sources of intermediate input growth 1947e63.dcont'd

Intermediate
contribution

Energy
intermediate

Materials
intermediate

Services
intermediate

Information 1.45 0.03 0.60 0.81

Finance and insurance 1.97 0.10 0.19 1.68

Real estate 0.50 0.00 0.03 0.47

Rental and leasing services and lessors of
intangible assets

1.51 0.02 1.06 0.42

Professional, scientific, and technical services 2.71 0.14 0.51 2.06

Management of companies and enterprises 0.79 0.01 0.10 0.68

Administrative and waste management services 1.66 0.31 0.71 0.64

Educational services 3.21 0.38 0.80 2.03

Health care and social assistance 1.80 0.17 0.97 0.66

Arts, entertainment, and recreation �0.45 �0.08 0.15 �0.52

Accommodation �0.37 �0.03 �0.46 0.12

Food services and drinking places 1.17 0.03 1.23 �0.10

Other services, except government 1.28 0.07 0.90 0.30

Federal 1.89 0.09 0.77 1.04

State and local 1.10 0.17 0.33 0.59

Notes: Average annual percentage growth. A contribution is a share-weighted growth rate.
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Combining Eqs. (11.1) and (11.6) cancels the
intermediate inputs of E, M, S such that

DlnVj ¼
wKjtDlnKjt þ wLjtDlnLjt þ DlnMFPj

wvj

(11.7)

Combining Eqs. (11.4) and (11.7) yields the
bottom-up growth accounting that we use to
present results:

DlnV ¼
X
j

gj
wk;j

wV;j
DlnKj þ

X
j

gj
wL;j

wV;j
DlnLj

þ
X
j

gj
1

wV;j
DlnMFPj

(11.8)

Equation (Eq. 11.8) is the direct aggregation
approach to analyzing the sources of growth.
That is, we define

P
gj

WK;j

WV;j
DlnKj as the aggre-

gate contribution of capital to aggregate value
added growth. Similarly,

P
gj

1
WV;j

DlnMFPj is

the contribution of industry j to aggregate value
added growth in addition to also being the in-
dustry contribution to aggregate MFP growth,
where the weights are typically referred to in
the literature as “Domar weights.”

Table 11.5 presents the bottom-up sources of
US economic growth for the period as a whole
and for major subperiods. Between 1947 and
2016, GDP grew by slightly more than 3 percent-
age points per year based on the integrated
account. Of this, capital input accumulation
accounted for about half of GDP growth, labor
input accounted for a bit more than a quarter,
and MFP growth a bit less than a quarter of
growth. The data that we have described above
allow us to decompose the contributions of
capital input by type of capital input, and the

contribution of labor input by type of worker.
Over the period as a whole, Information technol-
ogy equipment capital accounted for about 15%
of the total capital input contribution, Research
and development capital about 10%, and Other
capital about 70%.23

The fastest growth subperiod that we
consider was the decade between 1963 and
1973, but across all subperiods (even the Infor-
mation technology boom between 1995 and
2000), the contribution of MFP growth never
exceeded 35% of GDP growth.

One important use of these data and frame-
work is to put the post-2000 growth period in
historical perspective. Our results show that
growth during the period that includes the
ongoing recovery from the financial crisis and
the jobless growth period in the early 2000s
was slow even in comparison to the slow growth
period between 1973 and 1995 that preceded the
IT investment boom. On average MFP during
the 2000e16 period was actually higher than
MFP growth during the 1973e95 period, putting
the current MFP slowdown in historical perspec-
tive. Of the approximately 1.10 percentage point
difference in GDP growth between the 2000e16
period and the 1973e95 period, capital and labor
input both contributed about 0.6 points less dur-
ing the 2000e16 period than during the 1973e95
period, highlighting the importance of slow
input growth over the last 16 years.

Tables 11.6 and 11.7 present information on
US economic growth from the bottom-up at
the major sector level.24 Table 11.6 includes
information that was previously available
from BEA’s GDP by Industry accounts, while
Table 11.7 includes new information on the
sources of growth. Starting with Table 11.6,
the Manufacturing sector was the largest
contributor to growth over the period as a

23 IT Equipment includes Computers and Communications equipment. Other capital includes structures, land, and
other durable equipment.
24 Sector-level information is created by aggregating contributions described in Eq. (11.6) to the reported sector level.
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whole; the next largest contributors were the
Finance, insurance, real estate, rental and leas-
ing, Other services, and the Trade sectors. It is
also instructive to compare the sector sources
of the slow growth period after 2000 with the
slow growth period between 1973 and 1995.
While the slowdown was broad based across
sectors, the slowdown in the Manufacturing
and Trade sectors accounted from more than
half of the slowdown in 2000e16 relative to
1973e95.

The transformation of the economy from
Agricultural and Manufacturing toward services
is evident in the bottom panel of Table 11.6. In
the 1947e63 period, these two sectors accounted
about a third of nominal GDP. In the 2007e16
period, these sectors accounted for less than
15% of nominal GDP.

The bottom-up sources of growth are given in
Table 11.7. As noted earlier, the accumulation of
capital input accounted for the majority of eco-
nomic growth between 1947 and 2016. The

largest contributor at the sector level was
Finance, insurance, real estate, and rental and
leasing, which includes owner occupied hous-
ing. The Manufacturing sector also made signif-
icant capital investments over the period. The
key advantage of the sources of growth frame-
work is that it quantifies the impact of these in-
vestments on economic growth in a way that is
integrated with the national accounts. While
the aggregate results presented in Table 11.5
indicate that a major source of the relatively
slow growth in 2000e16 was the slowdown in
the contribution of capital input, Table 11.7
shows the sector origins of this. Of the approxi-
mately 0.60 percentage point slowdown in the
contribution of capital input, more than half of
this was accounted for by lower capital contribu-
tions in the Finance, insurance, real estate, rental
and leasing and Manufacturing sectors.

Labor input was the next largest contributor
to economic growth over the period as a whole.
The aggregate contribution was driven largely

TABLE 11.5 Growth in aggregate value-added and the sources of growth.

1947e2016 1947e63 1963e73 1973e95 1995e2000 2000e07 2007e16

Contributions

Value-added 3.04 3.49 4.42 2.77 4.30 2.37 1.17

Capital input 1.50 1.65 1.97 1.50 1.90 1.34 0.62

IT capital 0.21 0.04 0.07 0.33 0.66 0.27 0.09

R&D capital 0.11 0.13 0.15 0.10 0.09 0.08 0.08

Software capital 0.11 0.00 0.07 0.14 0.25 0.20 0.11

Entertainment originals capital 0.03 0.03 0.02 0.02 0.03 0.03 0.02

Other capital 1.05 1.44 1.66 0.91 0.88 0.76 0.33

Labor input 0.89 0.67 1.14 1.12 1.48 0.46 0.45

College labor 0.58 0.41 0.40 0.74 0.84 0.59 0.56

Noncollege labor 0.31 0.26 0.74 0.38 0.64 �0.13 �0.11

MFP 0.65 1.18 1.31 0.15 0.92 0.57 0.10

Notes: Average annual percentages. Aggregate value added growth is the aggregate of share weighed industry value added growth. The
contribution of capital, labor, and TFP is the domar-weighted industry contributions. IT capital is Computer, Communications and other IT
capital.
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TABLE 11.6 Sector sources of value-added growth.

1947e2016 1947e63 1963e73 1973e95 1995e2000 2000e07 2007e16

Contributions

Value-Added 3.04 3.49 4.42 2.77 4.30 2.37 1.17

Agriculture, Forestry, Fishing,
Hunting, Mining

0.08 0.15 0.04 0.05 0.05 0.06 0.14

Transportation, Warehousing, Utilities 0.12 0.18 0.23 0.11 0.10 0.02 0.02

Construction 0.08 0.23 0.09 0.03 0.13 �0.04 �0.06

Manufacturing 0.63 0.95 1.27 0.41 0.84 0.32 �0.01

Computer and electronic products 0.18 0.04 0.14 0.24 0.62 0.17 0.07

Trade 0.50 0.52 0.72 0.52 0.90 0.34 0.09

Information 0.18 0.12 0.21 0.19 0.20 0.30 0.14

Finance, Insurance, Real Estate, Rental
and Leasing

0.57 0.56 0.68 0.56 0.89 0.57 0.27

Other Services 0.54 0.41 0.61 0.59 0.89 0.49 0.44

Government 0.33 0.36 0.56 0.30 0.28 0.31 0.13

Shares

Shares in Nominal Value-Added 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Agriculture, Forestry, Fishing,
Hunting, Mining

4.3 7.0 4.1 3.8 2.1 2.4 3.3

Transportation, Warehousing, Utilities 5.5 6.7 5.8 5.5 4.8 4.3 4.4

Construction 4.2 4.3 4.5 4.1 4.1 4.6 3.7

Manufacturing 19.3 26.1 23.8 18.4 15.4 12.7 11.6

Computer and electronic products 1.6 1.3 1.6 1.8 2.1 1.6 1.5

Trade 12.9 14.0 13.7 12.9 12.7 11.8 11.2

Information 4.1 3.3 3.7 4.2 4.7 4.7 4.6

Finance, Insurance, Real Estate, Rental
and Leasing

15.8 12.4 13.8 16.1 18.5 19.3 19.1

Other Services 17.5 11.6 13.3 17.7 22.6 23.5 24.8

Government 16.5 14.5 17.3 17.4 15.1 16.7 17.4

Notes: Average annual percentages. Aggregate value added growth is the aggregate of share weighed industry value added growth.
IT-Producing industries are Computers and electronic products, Data processing, and Computer systems design and related services. IT-using
industries are those with an IT intensity share above the median share in 2005. Non-IT are the remaining private sector industries. Government
includes government enterprise.
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TABLE 11.7 Shares of aggregate value-added growth.

1947e2016 1947e63 1963e73 1973e95 1995e2000 2000e07 2007e16

Capital input

Aggregate 1.50 1.65 1.97 1.50 1.90 1.34 0.62

Agriculture, Forestry, Fishing, Hunting,
Mining

0.04 0.06 0.04 0.03 0.00 0.00 0.03

Transportation, Warehousing, Utilities 0.07 0.11 0.10 0.06 0.05 0.03 0.04

Construction 0.02 0.02 0.02 0.01 0.05 0.05 �0.01

Manufacturing 0.27 0.39 0.48 0.23 0.26 0.07 0.11

Trade 0.20 0.18 0.27 0.22 0.30 0.22 0.08

Information 0.12 0.10 0.12 0.12 0.22 0.13 0.09

Finance, Insurance, Real Estate, Rental
and Leasing

0.47 0.47 0.54 0.50 0.70 0.52 0.12

Other Services 0.18 0.18 0.21 0.19 0.24 0.20 0.08

Government 0.13 0.14 0.18 0.13 0.08 0.13 0.09

Labor input

Aggregate 0.89 0.67 1.14 1.12 1.48 0.46 0.45

Agriculture, Forestry, Fishing, Hunting,
Mining

�0.04 �0.15 �0.06 0.00 0.00 0.01 0.01

Transportation, Warehousing, Utilities 0.02 �0.02 0.03 0.04 0.04 0.00 0.03

Construction 0.06 0.05 0.11 0.06 0.15 0.06 �0.04

Manufacturing 0.06 0.18 0.23 0.01 0.06 �0.21 �0.04

Trade 0.11 0.11 0.20 0.14 0.12 0.04 0.02

Information 0.02 0.02 0.04 0.04 0.11 �0.05 �0.01

Finance, Insurance, Real Estate, Rental
and Leasing

0.09 0.08 0.09 0.12 0.16 0.08 0.02

Other Services 0.36 0.14 0.18 0.52 0.63 0.39 0.40

Government 0.20 0.25 0.32 0.20 0.19 0.14 0.06

MFP

Aggregate 0.65 1.18 1.31 0.15 0.92 0.57 0.10

Agriculture, Forestry, Fishing, Hunting,
Mining

0.09 0.23 0.06 0.01 0.06 0.04 0.10

Transportation, Warehousing, Utilities 0.03 0.09 0.10 0.01 0.01 0.00 �0.04

Construction 0.00 0.17 �0.04 �0.03 �0.08 �0.15 �0.01
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by increases of labor input in the Other services,
Government, and Trade sectors. The slowdown
in the contribution of labor input in 2000e16 in
comparison to 1973e95 was slightly larger than
the slowdown in the contribution capital input.
Unlike capital input, however, the relatively
low contribution of labor input was spread
more equally across sectors.

MFP growth between 1947 and 2016
accounted slightly over 20% of aggregate GDP
growth. As noted in the data description, the
aggregate MFP estimate embeds the underlying
assumption for the government sector that
output grows at the rate of input.25 The Agricul-
ture, Manufacturing, and Trade sectors contrib-
uted almost all of aggregate MFP growth.
Similar to the other sources of growth, we use
the long time series to compare MFP growth
during the 2000e16 period to 1973e95. Some-
what surprisingly given the recent focus on the
productivity slowdown, MFP actually grew
faster during 2000e16 than 1973e95. Comparing

2007e16 to 1973e95, MFP grew slowly in both
periods, but slightly faster in 1973e95. The Trade
sector contributed somewhat less to aggregate
MFP growth between 2000 and 2017 than in
1973e95, while the Information and Finance, in-
surance, real estate, rental and leasing sectors
had marginally higher MFP contributions.

11.9 Conclusions and next steps

The purpose of this chapter has been to
present research work toward a BEA-BLS Inte-
grated Industry-level Production Account for
1947e16. The methods that we have docu-
mented in this chapter link disparate data sour-
ces across the BEA and BLS to create an
internally consistent KLEMS production account
that is also consistent with the official BEA GDP
by Industry accounts back to 1947. As presented,
there are many assumptions that are necessary to
create the historical data, as industry detail is

TABLE 11.7 Shares of aggregate value-added growth.dcont'd

1947e2016 1947e63 1963e73 1973e95 1995e2000 2000e07 2007e16

Manufacturing 0.30 0.39 0.56 0.17 0.52 0.46 �0.07

Trade 0.18 0.23 0.25 0.16 0.48 0.08 �0.01

Information 0.04 0.00 0.05 0.03 �0.13 0.22 0.06

Finance, Insurance, Real Estate, Rental
and Leasing

0.01 0.02 0.05 �0.06 0.03 �0.03 0.13

Other Services 0.00 0.09 0.22 �0.11 0.02 �0.10 �0.05

Government 0.00 �0.03 0.06 �0.03 0.01 0.04 �0.01

Aggregate Value Added Growth 3.04 3.50 4.42 2.77 4.30 2.37 1.17

Notes: Average annual percentages. Aggregate value added growth is the aggregate of share weighed industry value added growth. IT-
Producing industries are Computers and electronic products, Data processing, and Computer systems design and related services. IT-using
industries are those with an IT intensity share above the median share in 2005. Non-IT are the remaining private sector industries. Government
includes government enterprise.

25 Technically, only MFP growth for the general government sectors is assumed to be zero. For the government
enterprise sectors, we use BEA’s published output prices.
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limited for many of the data series in the early
years. That the results reported in this paper
are broadly consistent with Jorgenson et al.
(2018), suggests that the approaches taken in
this paper are reasonable. It is important to
note that the results presented are not yet official
data; however, this study provides a proof of
concept that an account beginning in 1947 is
feasible. These data provide insights on sources
of output and productivity growth over a
much longer time horizon than was previously
available and will be sure to spur important
research and further our understanding of the
mechanisms underlying economic growth.

To close, a few concrete “next steps” are
worth documenting. Firstly, BEA and BLS will
continue to analyze industry data for the early
years to identify ways to improve the assump-
tions used to move some of the series back in
time. In addition, the labor composition
estimates used in this paper are a combination
of historical estimates from Jorgenson et al.
(2018), and BEA estimates for 1987e16. Yet,
BLS produces labor composition estimates that
are similar and begin in 1976 using CPS data.
Future research is planned to reconcile these
estimates and move toward a single labor
composition estimate. BEA and BLS will also
be completing previous work to release the
1987-forward data as a complete time series.
Finally, this paper uses reduced industry detail
between 1947 and 1963 due to limited availabil-
ity of GDP by Industry data from BEA. Future
work will investigate the possibility of using
the more detailed industry list over the entire
time series. Given the work and initial steps pre-
sented in this chapter, we are optimistic that
these are attainable goals.

Disclaimer
The views expressed in this paper are solely those of the au-
thors, and not necessarily those of the U.S. Bureau of Eco-
nomic Analysis or the Bureau of Labor Statistics.
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12.1 Introduction

Cross-country comparisons of international
competitiveness at the industry level are inher-
ently more difficult than aggregate comparisons.
The basic issue is that comparing industries is
more data demanding than comparing aggre-
gates in general, but this is exacerbated by the
fact that price differentials are mainly measured
at the level of final expenditures.1 Price data at
the level of final expenditures enable one to
compare output across countries at the aggre-
gate level, by estimating the purchasing power
parity (PPP) for gross domestic product (GDP)
from the expenditure side. One of the main

impediments to comparing industries is the
lack of adequate data on price differentials of do-
mestic industry outputs and intermediate inputs
across countries. This data gap has greatly
limited productivity-level comparisons at indus-
try level across countries and in turn, offered lit-
tle insight into cross-country supply-side
efficiency measures and related policy implica-
tions (Hamadeh and AbuShanab, 2016; Jorgen-
son, 2018).

The purpose of this paper is to fill this data
gap for the United States and Japan. We employ
a bilateral price model to measure 2011 bench-
mark industry-level price-level indices (PLIs)
for outputs. The PLI is defined as the ratio of

a Nomura and Miyagawa conducted this study as a part of the project on “Productivity Gaps and Industrial
Competitiveness” (January 2018eDecember 2019) at RIETI.
1 For example, the purchasing power parities (PPPs) compiled within the International Comparisons Program (ICP) in
Eurostat-OECD (2012) and World Bank (2014).
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the PPP to the market exchange rate. Our start-
ing point is the Isard-type bilateral inputeoutput
table (BIOT), that has been developed by the
Ministry of Economy, Trade and Industry
(METI), government of Japan for the purpose
of analyzing the interdependency among Japa-
nese and the US industries since 1985.2 METI’s
JapaneUS BIOTs are harmonized to a common
and detailed classification of industries3 and pro-
vide supplementary tables on international
freight and insurance and tariffs by products in
both countries. Although the availability of
METI’s BIOT is a major advantage in forming
JapaneUS comparisons (that is, data of this na-
ture are not available for most other countries),
METI’s compilation terminated after the publica-
tion of the 2005 BIOT (METI, 2013). In this paper,
we estimate the 2011 BIOT by extending the offi-
cial 2005 BIOT.

Using the 2011 JapaneUS BIOT as an anchor,
we postulate an accounting model describing
the relationships between producer’s prices
and purchaser’s prices for domestically pro-
duced and imported products. The model re-
flects the differences in the trade structure,
freight and insurance rates, duty tax rates,
wholesale and retail trade margins, and trans-
portation costs in each product.4 Using
demand-side data of purchaser’s price differen-
tials for final uses, e.g., the PPP estimates in
Eurostat-OECD (2012), and for intermediate
uses, e.g., Survey on Foreign and Domestic Price
Differentials for Industrial Goods and Services in

METI (2012), the producer’s price differentials
for outputs are estimated based on our Japane
US bilateral price accounting model. That is,
the model takes available prices on final de-
mand and intermediate uses and converts these
to conceptually appropriate industry output
and intermediate input prices that are consis-
tent with the inputeoutput tables (IOTs). The
availability of METI’s survey on PPPs for inter-
mediate uses is a significant advantage in the
JapaneUS comparison. This enables us to ac-
count for the price differentials for intermediate
products like semiconductors, which do not
appear in the survey on final demand prices. It
is important to note that the PPPs at purchaser’s
prices are sometimes considerably different for
final and intermediate uses even within the
same class of product. This could be because
the composition and quality of the products
may differ between final demand and interme-
diate input. In our approach, we are able to
identify the gap between the two and account
for this by constructing the PPPs for industry
outputs as a composite of both.

As globalization has deepened since the
early 1990s, it has become more important to
consider the impact of the differences in the
import prices of the traded goods in Japan
and the United States. The import prices allow
us to parse the price of composite goods into
that from domestic supply (which feeds into
the industry output price) and that coming
from imported goods. Our bilateral price model

2 The first bilateral table between Japan and the United States for 1970 was developed in Japan at the Institute of
Developing Economies (1978) as a joint project with Keio Economic Observatory (KEO), Keio University in 1978. The
METI’s JapaneUS BIOTs were compiled for the benchmark years of Japanese benchmark IOT, i.e., 1985, 1990, 1995,
2000, and 2005.
3 The 2005 JapaneUS IOT inMETI (2013) is defined as the symmetric-IOTwith common classification of 173 products.
This is estimated based on the Japan’s 2005 benchmark IOT and the US 2005 Symmetric IOT developed at INFORUM,
University of Maryland, which was extended from the 2002 Benchmark SUT by the US Bureau of Economic Analysis
(BEA), Department of Commerce.
4 The original price model approach to determining the product PPPs between Japan and the United States was
developed in Jorgenson et al. (1987).
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has a submodel to explicitly treat the imports
by product from six exogenous economies,
i.e., China, Germany, Korea, Malaysia, Taiwan
(Republic of China), and Thailand, to Japan
and the United States.5

Compared to the previous work in Nomura
and Miyagawa (1999, 2015), we use more price
data than the earlier studies. These additional
price data allow us to refine our estimates of
the unobserved prices in our price model. The to-
tal number of price-differential data we use in
this paper is 538 at the elementary level, in which
each of the price concepts (i.e., for industry or
household use, at producer’s or purchaser’s pri-
ces, and including imports or not) is incorpo-
rated into the accounting model to pin down
the remainder of the prices for which there are
no data. For the case that the appropriate data
are not available, or their accuracy cannot be
checked, the cost index approach is used. Using
the cost index approach, the underlying assump-
tion is that the output price relative corresponds
to the input price relative. In measuring costs, we
include not only the price differentials of prod-
ucts for intermediate uses (estimated in this pa-
per) but also the prices of labor and capital
inputs used in production.6 By construction,
the cost index approach imposes zero total pro-
ductivity factor (TFP) differential between Japan
and the United States.

The accuracy of the estimated PPPs for indus-
try outputs based on the price model approach
depends not only on the quality of purchaser-
price PPPs of the composite products for
different uses but also on measures of the margin
rates and other related parameters that are used
to translate the available data into conceptually
appropriate prices to match the IOT. It should
be of note that 2011 as the benchmark year is

not necessarily ideal to observe the Japanese
economy. The first reason is that the 2011 bench-
mark estimates in the Japan’s system of national
accounts (JSNA) depend on the 2011 Economic
Census, which was conducted for the first time
in the history of Japanese economic statistics.
This had the potential to improve the quality of
JSNA, but on the other hand, because it was a
new Census, the results had the potential to
reflect changes in methodologies and ap-
proaches to measurement. Another reason is
the impact of the East Japan great earthquake
disaster on March 11, 2011. The earthquake
made it difficult to survey some areas in East
Japan and to observe the economy, in general.
Although it is hard to evaluate the quality of
the 2011 benchmark JSNA at present, there are
some indications of measurement error in Ja-
pan’s benchmark IOT. Nomura and Miyagawa
(2018a) pointed out that the wholesale and retail
service values in the 2011 benchmark IOT were
considerably underestimated. This paper incor-
porates their alternative estimates of wholesale
and retail margins, which are one of the key pa-
rameters in the price model. The sensitivity to
this revision is discussed in the Appendix.

The remainder of this paper is organized as
follows. Section 12.2 presents our representa-
tion of the production systems for Japan and
the United States that is the basis for our ac-
counting model and an overview of our meth-
odological framework. The detailed equations
to describe the bilateral accounting model are
provided in the Appendix. In Section 12.3, we
describe our data sources for the JapaneUS
BIOT and for the price differentials that feed
into the price accounting model. The results
are presented in Section 12.4. Section 12.5
concludes.

5 We are able to include information on these six countries separately from the rest of the world due to data
availability.
6 These are estimated in Jorgenson et al. (2018).
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12.2 Framework

We start with a basic description of our frame-
work. Fig. 12.1 provides the Isard-type BIOT. En-
tries of the table are in nominal values but shown
here as price times volume to emphasize how
this relates to the price accounting model that
we present below. Our BIOT separately iden-
tifies the imports from six exogenous economies:
China, Germany, Korea, Malaysia, Taiwan, and
Thailand, and the rest of the world (ROW). In
the Isard-type (noncompetitive import-type
IOT) framework (Isard, 1951), all purchases in
Japan and the United States from foreign

countries are recorded separately from the pur-
chases of domestically produced goods and ser-
vices. The areas surrounded by dotted squares in
Fig. 12.1 represent imports to Japan and the
United States. The variables in the BIOT are
defined in the Appendix.

The prices of domestically produced products
are evaluated at producer’s prices (including in-
direct taxes required for purchasers). The prices
of imported products in Japan and the United
States, from the United States and Japan,
respectively, are evaluated at FOB (free on
board) prices (producers’ prices plus margin
and transportation costs from producers to

FIGURE 12.1 JapaneUS InputeOutput Table (the Isard-Type). Note: See Appendix for the definition of the variables.
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customs). Thus, the freight and insurance and
tariff embedded in imports (in JapaneUS trade)
and the net indirect taxes required in imported
countries (in Japan or the United States) are sepa-
rately recorded from the FOB-price imports. The
imports from exogenous economies are evalu-
ated at the prices including CIF (cost, insurance,
and freight), tariff, and the net indirect taxes
embedded in imports (in Japan or the United
States).

Based on the production system in Fig. 12.1,
we specify an accounting model describing pro-
ducer’s prices and purchaser’s prices for domes-
tically produced and imported products that
take into account the trade structure, freight
and insurance rates, duty tax rates, wholesale
and retail trade margins, and transportation
costs in each product. The details of the equa-
tions are provided in the Appendix. Our objects
of interest are the following PLIs for each prod-
uct i, which are defined as price level in Japan
relative to the United States, divided by the nom-
inal exchange rate:

Pd
i PLI for domestic outputs at producer’s

price,
Pd;l
i PLI for domestic outputs at producer’s

price (see definition of l below),
Pc;l
i PLI for composite products (domestic

products and imports) at producer’s price,
and
Ppc;l
i PLI for composite products (domestic

products and imports) at purchaser’s price,
where l stands for the demand group.7 We
define six groups of demands, denoting:
N for intermediate uses,

H for household consumption (including
consumption by NPISHs),
G for government consumption,
F for investment (gross-fixed capital
formation [GFCF] and changes in inventories)
by industries and government,
E for exports to exogenous economies, and
M for imports, and the following three broad
groups of the demands,
Z for domestic final demand excluding
household consumption (Z ¼ {G, F}),
I for domestic demand by industries and
government (I ¼ {N, G, F}),8 and
D for domestic demand (D ¼ {I,H} ¼ {N,H, G,
F}).

Fig. 12.2 illustrates the relationships among
the PLIs and shows four paths used in estimation
to go from observed data to the unmeasured the
PLIs of interest. The PLI surrounded by each box
indicates the observed PLI, and the correspond-
ing directional arrows indicate the estimation
used conditional on the observed data.

Path 1 starting with the box on the right
shows the case where the producer-price PLI of
domestic outputs Pd

i is available based on sur-
veys. In this case, the difference between Pd;I

i
(the arrow to the lower left in Fig. 12.2) and
Pd;H
i (the arrow to the upper left) is due to the dif-

ference in the treatment of consumption taxes.
Next, continuing to move left in the diagram,
the producer-price PLI of composite products
for intermediate use Pc;I

i and for household use
Pc;H
i is derived by taking into account the differ-

ence in import prices for Japan and the United

7 To distinguish the price-level index from the prices, we use the bold as Pd
i . These JapaneUS PLIs are defined as

Japan’s price over the United States prices as in Eq. (A12.20). Although they are described as Pd
J=U;i in the Appendix to

identify the transactions Japan, the United States, and exogenous economies, the subscript “J=U” is omitted in main
text.
8 Since the government consumption is defined at the actual base, the products for I ¼ {N, G, F} mainly refer the
products consumed for industries’ intermediate uses (N) and investment by industries and government (F). For
simplicity, we use I to denote demand for industry uses.
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States (based on Eq. A12.21 in the Appendix).
Finally, the purchaser-price PLI of the products
for intermediate use Ppc;I

i and for household use
Ppc;H
i is estimated by including the difference in

the trade margins and the transportation costs
by product between Japan and the United States,
based on Eq. (A12.30).

Path 2 is the case where data for the
purchaser-price PLI of the products for industry
use Ppc;I

i and household use Ppc;H
i are available.

Based on these data, Pc;I
i and Pc;H

i (the arrow to
the right in Fig. 12.2) are calculated based on
Eq. (A12.30). And then, Pd;I

i and Pd;H
i are esti-

mated in accordance with Eq. (A12.23), and Pd
i

is derived as the aggregate based on Eq.
(A12.24).

In Path 3 scenarios, only the purchaser-price
PLI of the products for household use Ppc;H

i is
available as observations (like the Eurostat-
OECD PPPs). By considering the differences in
trade margins and the transportation costs, Pc;H

i

and Pd;H
i are estimated based on Eqs. (A12.30)

and (A12.23), respectively. In this case, Pd;I
i is

derived (the arrow pointing down in Fig. 12.2)
by considering the difference in consumption
taxes and Pd

i is determined using Pd;I
i and Pd;H

i

based on Eq. (A12.24). Additionally, Pc;I
i and

Ppc;I
i are estimated by taking into account the dif-

ference in import prices, the percentage of im-
ports, the trade margins, and the transportation
costs between Japan and the United States. In
Path 4 scenarios, Ppc;I

i is observed instead of
Ppc;H
i as in the Path 3 scenario, but the process

to estimate the other PLIs is similar.

12.3 Data and measurement

12.3.1 2011 JapaneUS bilateral
inputeoutput table

In measuring the 2005 benchmark PLIs,
Nomura and Miyagawa (2015) expanded the
2005 JapaneUS BIOT (METI, 2013) to identify
the imports from six exogenous economies:
China, Germany, Korea, Malaysia, Taiwan (Re-
public of China), and Thailand and modified
the table to account for Japan’s consumption
tax. Since the introduction of the consumption
tax in 1989, in the current JSNA and Japan’s
benchmark IOT, the values for intermediate
uses are recorded as the prices including not
only nondeductible consumption taxes but also
deductible ones, resulting in an inconsistency be-
tween prices recorded in the accounts and the
net prices actually paid by purchasers. In

FIGURE 12.2 Price deviation paths.
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addition, consumption taxes (deductible and
nondeductible) are not separately estimated
from other indirect taxes by industry. Since
METI’s 2005 JapaneUS BIOT follows this price
definition used in JSNA, it is difficult to compare
Japan’s prices with those in the United States.
The 2005 BIOT was revised to define output at
basic prices in Nomura and Miyagawa (2015),
and we follow the same approach.

Using the adjusted 2005 BIOT as the base ta-
ble, this paper estimates the 2011 BIOT, by
considering changes in production and trade
from 2005 to 2011. Our adjustments are based
on the official national accounts and trade statis-
tics in Japan and the United States. The interna-
tional trade data of Japan and the United States
from the six exogenous countries and the ROW
are extended in each product based on the
import data by product and by county published
in the UN Comtrade Database.

To estimate the model, the trade matrix
among Japan and the United States, the six exog-
enous countries, and the ROW is required as in
Eq. (A12.34). In measurement of the PPPs for
2005 in Nomura and Miyagawa (2015), these
matrices for industry use and household use
were developed based on the 2005 Asian Inter-
national InputeOutput Table published by Insti-
tute of Developing Economies (2013), which
covers Japan, the United States, China, Korea,
Malaysia, Taiwan, and Thailand, and the
WIOD (World InputeOutput Database) in Tim-
mer et al. (2015), which covers Japan, the United
States, China, Germany, Korea, and Taiwan. In
this paper, the WIOD is used to update the trade
matrices from 2005 to 2011; other trade relation-
ships are assumed to be unchanged due to the
lack of the 2011 Asian International IOT.

12.3.2 Elementary-level price-level
indices

We use price-differential data obtained from
Eurostat-OECD (2012), METI (2012), and many
sources published by agencies and ministries of
the government of Japan and the private busi-
ness sector as our starting point.9 The total num-
ber of price data at the elementary level used in
this study was 538. Since the number of products
in our model based on the 2011 JapaneUS BIOT
is 174, on average about three price data points
are used to estimate the price of one product in
our model. In some cases, data with different
price concepts at the elementary level are inte-
grated based on our price model, e.g., the PLIs
for industry use and household use are inte-
grated as described in Path 2 in Fig. 12.2. Some-
times the price data at the elementary level are
highly disaggregated within one of our 174
products of interest. For example in chemical
products, the PPPs for highly disaggregated
products for intermediate uses are available in
METI (2012). In this case, the product-level
PLIs are calculated as T€ornqvist indices using
the elementary-level PLIs. If the weight for the
elementary level is unavailable, the product’s
PLI is calculated as a simple geometric average.

Table 12.1 presents the concepts of the
collected data at the elementary level by broad
product. Each row corresponds to a sector of
Central Product Classification Ver.2. One of the
most important data sources is the Eurostat-
OECD PPPs. At the most detailed level, the
Eurostat-OECD (2011) includes price data for
206 products which are called “basic headings.”
The survey observes PPPs at purchaser’s prices
of composite products purchased by households

9 In the context of JapaneUS comparisons, a significant advantage is the availability of much richer data on price
differentials among major industrialized countries. These have been gathered by the agencies and ministries of the
government of Japan since the late 1980s, as a response to an important policy focus on international price differentials
after the Plaza Accord of 1985 resulted in the rapid appreciation of the Japanese yen.
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TABLE 12.1 Number of data on price differentials at elementary level.

CPC code

Purchaser’s price Producer’s price

Total

Intermediate use
Ppc;F
i

Household consumption
Ppc;H
i

Investment
Ppc;N
i Pd

i

METI
PPP
survey

Other
PPP
surveys

Other
surveys on
unit prices Total

Eurostat
-OECD
PPPs

Other
PPP
surveys

Other
surveys
on unit
prices Total

Eurostat
-OECD
PPPs

Other
surveys
on unit
prices

Cost
index

Reference
PPP Total

0 Agriculture, forestry, and
fishery

6 6 10 3 13 19

1 Ores and minerals;
electricity, gas, and water

10 3 13 1 1 5 1 5 19

2 Food, beverages and
tobacco; textiles, apparel,
and leather

1 1 47 5 52 6 1 6 59

3 Other transportable goods,
except metal products,
machinery, equipment

76 6 7 89 14 11 1 26 3 3 2 5 5 123

4 Metal products, machinery,
and equipment

121 121 20 7 7 34 18 1 8 1 174

5 Constructions and
construction services

4 4

6 Trade; accommodation,
food, and beverage serving;
transport

22 5 1 28 9 1 1 11 2 2 2 41

7 Financial and related
services; real estate; rental
and leasing services

15 15 5 1 1 7 2 1 3 25

8 Business and production
services

19 19 8 5 13 1 5 5 38

9 Community, social, and
personal services

8 3 11 20 1 21 1 3 3 36

Total 272 14 11 297 129 31 11 171 27 22 21 17 43 538

Source: Our estimates.

12.
B
enchm

ark
2011

integrated
estim

ates
of

the
Japan

e
U
S
price-level

index
for

industry
outputs

258



or used as investment. As shown in Table 12.1,
129 price data for households and 27 price data
for investment were used to correspond to Ppc;H

i

and Ppc;F
i , respectively.10

For intermediate products, METI’s Survey on
Foreign and Domestic Price Differentials for Indus-
trial Goods and Services is the main data source.11

This survey has been conducted every year be-
tween 1993 and 2012 and every 2 years since
2012. The 2011 survey (METI, 2012), collected
price data for 226 goods and 61 services for inter-
mediate uses, and covered six countries namely,
Japan, the United States, China, Germany, Ko-
rea, and Taiwan. Data in this survey are
measured in purchaser’s price PPPs. As seen in
Table 12.1, 272 data are collected from this sur-
vey and used to estimate Ppc;N

i , in our framework.
Although these two surveys do not cover all

the products, there are rich data on international
price differentials based on the surveys imple-
mented by a number of Japanese ministries.
We use Survey of PPPs on Consumer Goods and
Services (METI, 2003), Survey of PPPs on Drugs
and Medical Products (MHLW, 2003), Survey of
Retail Prices of Food Products in Tokyo and Foreign
Major six Cities (MAFF, 2006), and others.12 From
these surveys, 14 price data for intermediate use
and 31 price data for household use are used to
estimate Ppc;N

i and Ppc;H
i , respectively.13

In addition, other surveys on unit prices are
used in this study, where appropriate. For

example, the output prices of some agricultural
products evaluated at producer’s price are
directly observed from Table on Value and Quan-
tity (Butsuryo Hyo) which was compiled as a sup-
plementary table of the Japanese 2011 IOT and
Rice Outlook, Oil Crops Outlook, or Sugar and
Sweeteners Outlook published by the US Depart-
ment of Agriculture. The output prices for cattle,
poultry, and hog in Japan and the United States
are directly obtained from the statistical data on
livestock and its products published by the Agri-
culture and Livestock Industries Corporation,
Japan. The output prices of coal, crude oil, and
natural gas are obtained from Trends of the Japa-
nese Mining Industry published by METI and
Annual Energy Review published by the US En-
ergy Information Administration. As a result,
22 price data are used to determine Pd

i directly
without having to appeal to the price model.
Finally, there are surveys that provide informa-
tion on unit prices paid by purchasers; these
additional surveys provide 11 price data points
that are used to measure intermediate and house-
hold purchase prices, Ppc;N

i and Ppc;H
i , respectively.

In the process to discern the producer’s price
PLIs for outputs from the purchaser’s price PLIs
based on the price model, the PLIs of wholesale
and retail services have a significant role. Nomura
and Miyagawa (2018a) pointed out that the out-
puts of the wholesale and retail sectors in the
2011 benchmark IOT in Japan appeared to be

10 In Table 12.1, the purchaser’s demand price for intermediate uses Ppc;N
i and for investments Ppc;F

i are distinguished.
Both of them are treated as Ppc;I

i in the price framework explained in Section 12.2.
11 The title of METI’s survey was revised in 2011 from the previous title: Survey on Foreign and Domestic Price Dif-
ferentials for Industrial Intermediate Input.
12 In addition, Survey of PPPs on Transportation and Related Services (MLIT, 2007), Survey of PPP on Information Services
(MIAC, 2011), and Survey of PPPs on Major Consumer Goods and Services (Cabinet Office, 2001) are used in our study.
13 These data are estimated for different years and different stages of demand. The differences in timing of the surveys
were adjusted using the CPI and PPI in both countries. We have reconciled these data within our price model.
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considerably underestimated and provided alter-
native estimates of wholesale and retail margins
based on microdata of Census of Commerce.14

This paper uses these margin rate and PLI esti-
mates for 2011. These data are counted as two
data points in “Other surveys on unit prices” in
Table 12.1. A sensitivity analysis to our choice
of margins is presented in the Appendix.

The cost approach is also adopted for some
products whose prices are difficult to directly
observe. In the cost approach, the producer-
price PLIs of domestic products are estimated
by the PLIs of all intermediate products we esti-
mated in this paper and the estimates of the PLIs
for labor and capital inputs estimated in Jorgen-
son et al. (2018), aggregated using the weights of
the cost structures obtained from the 2011
JapaneUS BIOT. Fig. 12.3 presents the PPPs for
labor and capital inputs at the aggregate level
for the period 1990e2015 in Jorgenson et al.
(2018). During the recent quarter of century,
the PPPs for factor inputs have considerably
declined. In particular, the PPP for labor input
declined by half.15 Long-term declines in PPPs
for factor inputs translates to declines in PPPs
for industry outputs based on the cost approach
but obviously only for products that use the cost
index approach (21 out of 538 products).

For a small set of products, we apply the refer-
ence PPP approach, in which the PPPs of the
similar products are applied. In this study, the
cost index approach is applied for 21
elementary-level products such as government
service, education, and research (that is, we
back out the relative output prices by assuming
that the gap in total factor productivity between
Japan and the United States is zero), and the

reference PPP approach is applied for 17
elementary-level products.

12.3.3 Product-level price-level indices

As shown in Table 12.1, many of the observed
price data are based on purchaser’s demand pri-
ces. Therefore, Pd

i is estimated in this study by
applying our price models to Ppc;I

i and/or Ppc;H
i

for a large share of products. Table 12.2 presents
the composition of our estimationmethods. Each
row shows the Central Product Classification
Ver.2, and the number in the column corre-
sponds to the number of products classified in
each group (the total is the number of all prod-
ucts, 174).

According to Table 12.2, Path 1, which takes
Pd
i as data, was applied to 32 products, which

were mainly classified in Agriculture andMining
sector. Since the estimation of Pd

i is the target of
this study, Path 1 based on the directly observed
price data is the most preferable approach. The
PLIs for 56 products are estimated by Path 2 pro-
cess, in which Ppc;I

i and Ppc;H
i are observed first,

and output prices are estimated via the account-
ing model. This is the most frequent case among
four price deviation paths and can be considered
the second best path. Path 3 determines Ppc;H

i first.
38 products, most of which are final consump-
tion goods and services, are estimated by this
method. Although Path 4, which takes as data
Ppc;I
i , is similar to Path 3, this is divided into three

subcases depending on the kinds of the observed
PLIs. In the first case, written as Path 4.1, the PLI
of purchaser’s demand price for industries Ppc;I

i is
determined using both the PLI of the products

14 In Nomura and Miyagawa (2018b), the output PPP for wholesale service is estimated based on 82 goods for
household use and 110 goods for industry use and the output PPP for retail service is estimated based on 87 goods for
household use and 19 goods for industry use.
15 The quality-adjusted price of labor inputs has continued to decline in Japan for 15 years from 1997 to 2012 (Nomura
and Shirane, 2014).
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for intermediate use and investment, Ppc;N
i and

Ppc;F
i , respectively. Path 4.1 is applied only to

four products classified in metal products,
machinery, and equipment. Path 4.2 uses Ppc;N

i

to determine Ppc;I
i and 35 products belong to

this case. The PLIs of only nine products are esti-
mated by Path 4.3, which uses only Ppc;F

i to deter-
mine Ppc;I

i .

12.4 Results

Table 12.3 compares the PPPs for GDP devel-
oped in this paper and the Eurostat-OECD PPPs

in 2011. Our estimate of the PPP for GDP, which
is derived from aggregating the PPPs for
industry-GDP at basic prices, is 109.0 yen per
dollar, which closely resembles the Eurostat-
OECD PPP (107.5 yen per dollar) in 2011.16

Compared to the Eurostat-OECD PPP, our
expenditure-side estimates are somewhat lower
in household consumption and building and
construction (B&C) of GFCF (gross-fixed capital
formation) and higher in machinery and equip-
ment (M&E) of GFCF.17

Fig. 12.4 shows the extrapolated estimates of
PPPs for GDP and household consumption
from 2011 to 2016, using our benchmark PPP
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FIGURE 12.3 Purchasing power parities (PPPs) for capital and labor inputs in 1990e2015. Source: Authors’ elaboration of data
developed and described in Byrne and Corrado (2017).

16 The close relationship between our estimate of the aggregate PPP for household consumption and the Eurostat-
OECD PPP is expected since we used their PPP data for many consumer products at the elementary level. The
relationship between our estimate of the PPP for GDP and the Eurostat-OECD measure is slightly more complicated.
Conceptually, these measure the same object. But in practice our approach to constructing the PPP for government is
based on total quality-adjusted input prices including capital and labor services and intermediate inputs, while the
Eurostat-OECD approach is based on reference PPPs applied to the components of gross output. See Box 9.2 in
Eurostat-OECD (2012).
17 In the 2005 PPPs in Nomura andMiyagawa (2015), the gaps in the estimates for M&E of GFCF were much larger as
126.1 yen per dollar of our estimates, compared to 164.0 in the Eurostat-OECD PPP. These gaps are considerably
narrowed in the 2011 PPP estimates in Table 12.3.
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TABLE 12.2 Number of products by price deviation path.

Path 1 Path 2 Path 3 Path 4 (Path 4.1) (Path 4.2) (Path 4.3) Total

Producer’s price Purchaser’s price
Household
and industry
use

Household
use

Industry
use

Intermediate
uses and
investment

Intermediate
uses Investment

Pd
i Ppc;H

i and Ppc;I
i Ppc;H

i Ppc;I
i Ppc;N

i and Ppc;F
i Ppc;N

i Ppc;F
i

0 Agriculture, forestry, and fishery 8 2 2 12

1 Ores and minerals; electricity, gas,
and water

5 1 3 3 9

2 Food, beverages, and tobacco; textiles,
apparel, and leather

2 6 17 25

3 Other transportable goods, except
metal products, machinery,
equipment

6 11 4 13 13 34

4 Metal products, machinery, and
equipment

4 15 5 21 4 12 5 45

5 Constructions and construction
services

4 4 4

6 Trade; accommodation, food and
beverage serving; transport

2 7 3 2 2 14

7 Financial and related services; real
estate; rental and leasing services

4 2 1 1 7

8 Business and production services 3 6 1 1 1 11

9 Community, social, and personal
services

2 4 4 3 3 13

Total 32 56 38 48 4 35 9 174

Source: Our estimates. Note: The number of products (32) in Path 1 includes nine products based on the cost approach and seven products based on the reference PPP approach.
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estimates in 2011 and the price indices from the
national accounts in Japan (Economic and Social
Research Institute [ESRI], Cabinet Office) and the
United States (Bureau of Economic Analysis
[BEA]) from 2011 to 2016, compared to the
Eurostat-OECD estimates. The trends are
similar, but our estimate of the PPP for GDP is
higher by 2e3 yen per dollar, reflecting the
higher benchmark estimates. However, in the
PPP estimate for household consumption, our
benchmark estimate is slightly lower than the

Eurostat-OECD PPP, but they are quite similar
in 2014e16. In 2016, our estimates of PPPs for
GDP and household consumption are 104.1
and 107.8 yen per dollar, respectively. The cur-
rent exchange rate of 110.6 yen per dollar as of
the beginning of July 2018 is above our aggregate
PPP estimate. As a result, both producers and
consumers in Japan benefit from price advan-
tages under the current exchange rate. The recent
depreciation of the Yen can be tied to the adop-
tion of quantitative easing by the Bank of Japan,
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FIGURE 12.4 Extended purchasing power parities (PPPs) for gross domestic product (GDP) and household consumption
in 2011e16.

TABLE 12.3 Aggregated purchasing power parities (PPPs) in 2011.

PPP for GDP
Household
consumption GFCF B&C M&E

Our estimates 109.0 113.4 116.6 113.7 104.0

Eurostat-OECD
PPPs

107.5 116.1 110.0 114.0 99.2

2011 exchange rate: 1 US dollar ¼ 79.81 yen
Unit: yen per dollar.
Source: Our estimates. Note: B&C is building and construction and M&E is machinery and equipment.
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followed by the election of Prime Minister
Shinzo Abe in December 2012.18

Table 12.4 presents the estimated PPP results
for 2011 based on the International Standard In-
dustrial Classification (ISIC) classification.19 The
first four columns present the price differentials
in domestic outputs (the PPP excluding net indi-
rect taxes, including taxes, for industry use, and
for household use), and the next four columns
show the PPPs for the composite of domestic
and imported products (two PPPs at producer’s
prices and two at purchaser’s prices). And the
last two columns indicate the price differentials
between Japan and the United States in their
imports.20

Our estimates show there are large differences
among the PPP estimates across concepts,
implying that it is important to account for con-
ceptual differences in price measures when mak-
ing international comparisons. For example,
consider Motor vehicles. We use this example
to highlight two pertinent issues. The first issue
is that observed differences in prices paid by
household and industry have important implica-
tions for measuring relative prices in domestic
product, and the second issue that purchaser’s
prices embed the margin that must be stripped
out in measuring domestic product. This be-
comes evident in examining the various PPPs
for Motor vehicles and trailers. For simplicity,
consider as a starting point the observation that
the PPP for imports of Motor vehicles and
trailers is 79.3 yen per dollar for industry use

and 77.4 yen per dollar for household use. While
these are relatively similar, it will become
evident that this similarity plays an important
role in backing out the PPP for domestic product.
The next PPP to consider in this example is the
purchase price the purchaser-price PPPs, which
cover domestic products and imports. These
are 83.9 and 122.8 yen per dollar for industry
and household uses, respectively. The model
must reconcile these observed prices, that is,
the PPP for industry use is slightly above the
import PPP, while the PPP for household use is
significantly above the PPP. By stripping off
the margins paid on sales to households and in-
dustry, the model estimates that the internally
consistent producer-price PPP of the Motor vehi-
cles and trailers is estimated to be 79.9 and 95.8
yen per dollar for industry and household use,
respectively. Finally, as a composite of the prod-
ucts produced for industry and household, the
PPP for output is estimated to be 87.9 yen per
dollar. At the exchange rate of 79.8 on average
in 2011, using the PPP for household purchases
of motor vehicles (122.8) yields a considerably
different (and conceptually inappropriate) mea-
sure of competitiveness compared to the
(conceptually appropriate) 87.9 yen per dollar.

In Agriculture, forestry and fishing, the PPP
for domestic outputs was 197.7 yen per dollar
in 2011, indicating the Japanese producers are
considerably inferior in price competitiveness
of agricultural products compared to producers
in the United States, although some gaps may

18 The historical stories on the price competitiveness and the market exchange rates are provided in Jorgenson et al.
(2018).
19 In some products of 174 products, the unpublished data at the most detailed level (basic headings) of the Eurostat-
OECD PPPs are directly used as Ppc;H

i . Since they are not in the public domain, we use 42 types of the broad product
group for describing the demand-side PLIs. We aggregate to the ISIC classification using T€ornqvist aggregation over
the 173 industries.
20 The differences in the quality of products imported by Japan and the United States may be somewhat reflected in
the price differentials of imports from exogenous countries, although conceptually this should be counted in the
volume differentials.
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TABLE 12.4 Purchasing power parities (PPPs) by different price concept in 2011.

Domestic products Composite products Imports

PPPd�
i PPPd

i PPPd;I
i PPPd;H

i PPPc;I
i PPPc;H

i PPPpc;I
i PPPpc;H

i PPPm;I
i PPPm;H

i

AdAgriculture, forestry, and fishing 197.7 192.8 237.5 110.1 201.5 104.9 205.4 133.5 97.4 73.9

BdMining and quarrying 236.1 223.7 214.9 251.6 154.1 e 205.2 e 110.0 e

CdManufacture 88.6 91.9 92.8 117.4 88.1 103.4 93.0 115.8 79.9 76.8

10dFood products 138.3 142.6 160.4 150.9 134.5 131.4 167.3 168.0 80.7 83.7

11dBeverages 102.1 131.2 138.2 116.9 135.0 115.8 136.5 121.0 108.3 102.7

12dTobacco products 27.1 69.9 66.7 70.1 e 69.5 e 68.9 e 66.3

13dTextiles 104.6 105.4 107.7 89.7 104.8 e 117.9 e 115.1 68.6

14dWearing apparel 129.5 134.8 129.5 136.0 e 71.6 e 103.7 61.4 61.5

15dLeather and related products 50.6 52.6 94.9 54.8 e 61.4 e 108.6 62.9 63.5

16dWood and wood products, except furniture 102.1 102.4 99.1 128.4 92.5 e 98.9 e 76.1 e

17dPaper and paper products 84.2 84.6 85.4 81.0 82.4 e 94.9 e 52.5 45.3

18dPrinting and reproduction of recorded media 77.8 78.1 77.0 95.4 77.2 e 80.3 e e e

19dCoke and refined petroleum products 103.5 127.8 119.0 151.8 116.2 140.3 117.1 140.8 104.3 96.3

20dChemicals and chemical products 77.1 77.7 86.8 43.8 81.4 44.8 87.2 82.4 66.9 52.0

21dPharmaceutical products 74.8 76.1 82.7 65.7 80.6 67.5 75.9 79.7 67.9 67.6

22dRubber and plastics products 83.1 83.5 79.6 108.2 80.3 e 79.0 e 83.6 98.2

23dOther nonmetallic mineral products 91.1 91.6 94.1 105.9 90.0 e 94.3 e 57.2 64.6

24dBasic metals 77.7 77.7 81.2 69.3 81.9 e 81.7 e 83.9 86.0

25dFabricated metal products, except M&E 70.2 70.5 72.5 92.5 71.3 e 78.3 e 61.7 e

26dComputer, electronic, and optical products 90.5 91.8 94.0 111.9 88.6 102.6 92.3 91.7 84.9 93.2

27dElectrical equipment 64.4 64.7 61.5 151.7 59.0 e 59.3 e 87.5 86.7

28dMachinery and equipment n.e.c. 119.4 119.6 122.1 129.3 111.7 e 116.2 e 74.8 76.3

29dMotor vehicles and trailers 87.9 88.7 85.9 104.0 79.9 95.8 83.9 122.8 79.3 77.4
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TABLE 12.4 Purchasing power parities (PPPs) by different price concept in 2011.dcont'd

Domestic products Composite products Imports

PPPd�
i PPPd

i PPPd;I
i PPPd;H

i PPPc;I
i PPPc;H

i PPPpc;I
i PPPpc;H

i PPPm;I
i PPPm;H

i

30dOther transport equipment 108.5 108.4 108.4 100.1 e e e e e 81.6

31dFurniture 117.9 119.1 122.3 108.6 101.6 e 103.6 e 61.4 59.5

32dOther manufacturing 126.1 128.5 103.9 208.9 97.1 127.7 114.9 105.4 83.0 87.9

33dRepair and installation of machinery and equipment 86.6 86.8 82.8 148.6 85.6 e 87.5 e 90.0 e

DdElectricity, gas, steam, and air conditioning supply 208.2 209.6 219.5 204.1 218.7 203.7 218.3 203.7 e e

EdWater supply 92.4 93.7 92.8 95.9 92.8 95.9 92.9 96.0 e e

FdConstruction 102.2 102.1 105.5 65.3 105.5 65.3 105.5 65.3 e e

GdWholesale and retail trade 134.7 138.3 137.8 139.4 133.3 138.4 132.9 138.4 57.9 65.6

HdTransportation and storage 119.4 121.4 106.6 165.6 99.9 153.6 99.7 154.1 70.4 101.1

IdAccommodation and food service activities 103.9 107.5 104.0 109.0 102.6 107.8 102.5 108.0 77.3 78.8

JdInformation and communication 119.7 121.6 124.5 104.9 123.1 104.3 124.7 103.7 78.0 74.2

KdFinancial and insurance activities 121.6 121.2 118.7 122.1 117.1 120.4 117.4 120.4 81.1 83.9

LdReal estate activities 125.7 127.4 162.1 118.6 162.1 118.6 162.1 118.6 e e

MdProfessional, scientific, and technical activities 99.0 99.2 100.6 113.2 98.7 104.8 98.7 105.4 72.5 74.4

NdAdministrative and support service activities 103.8 104.5 101.0 117.4 100.6 116.8 100.6 116.9 e 78.5

OdPublic administration and defense 92.4 92.4 92.4 85.9 92.4 85.9 92.4 85.9 e e

PdEducation 117.5 117.5 117.5 117.5 e 117.3 e 117.3 e e

QdHuman health and social work activities 79.9 79.9 80.6 79.9 80.6 79.9 80.6 79.9 e e

RdArts, entertainment, and recreation 103.3 107.0 77.6 120.3 77.5 119.5 77.5 119.6 e 80.7

SdOther service activities 124.1 128.9 106.7 140.6 103.2 138.4 105.7 138.4 86.3 76.6

Total e e 108.4 113.2 105.2 110.5 110.0 113.4 86.9 77.6

Unit: Yen per dollar (JPY/USD).
Source: Our estimates. Note: Industry classification is based on the ISIC Rev.4. The market exchange rate in 2011 is 79.8 yen to the dollar on annual average.
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be explained by unobserved difference in qual-
ity.21 This price gap in output is much larger
than the purchaser-price PPP of composite prod-
ucts for household use (133.5 yen per dollar),
again emphasizing the importance of accounting
for the contribution of imports and margins. In
summary, in order to compare price competitive-
ness by industry, these cases show that it is indis-
pensable to estimate the differentials in output
prices, which can differ considerably from the
purchaser-price PPPs of composite products
that are more readily available in the data.
Fig. 12.6 presents the PPPs for industry outputs
(excluding the net indirect taxes), PPPjd*, based
on 173 industry classification in 2011. There are
large differences across ISIC groups in Table 12.4.
Most estimates of industry PPPs classified in (A)
Agriculture, forestry, and fishery (industries
1e12) are over 150 yen per dollar, with three
exceptions of (6) Other nonedible crops (76.1
yen per dollar), (10) Agricultural and forestry ser-
vices (111.0), and (12) Fishing (71.9).

In manufacturing except foods (industries
33e123), even with the highly appreciated
exchange rate (79.8 yen per dollar) in 2011, Japa-
nese industries were still superior in price
competitiveness in 25 of 91 industries. The num-
ber of industries with superior competitiveness
increased to 59 under the current exchange rate
(110.6 yen per dollar), indicating the importance
of exchange rate movements in determining in-
ternational competitiveness.22

In services (industries 124e173) presented
in Fig. 12.6, Japanese industries were inferior in

price competitiveness in 44 of 50 industries in
2011, most notably in (129) Gas distribution
(the PPP for output is 303.2 yen per dollar),
(144) Warehousing and storage (289.1), (128)
Electric power generation and distribution
(188.9), (136) Real estate (162.1), (170) Barber
shops (155.3), and (142) Air transportation
(151.0). If these same relative prices held at the
current nominal exchange rate (110.6 yen per
dollar), 24 of 50 industries would be superior
in price competitiveness. In fact, there are some
service industries in which Japan already has sig-
nificant pricing advantages compared to the
United States, like (160) Other rental and leasing
(the PPP for output is 54.1 yen per dollar), (161)
Motor vehicle repair (64.3), and (145) Travel
arrangement services (74.9).

The declines in PPP for outputs over time in
some service industries are significant. In the
PPPs for service outputs in 1990 and 2005 esti-
mated in Nomura and Miyagawa (1999) and
(2015), respectively, Japan’s price competitive-
ness was evaluated to be inferior to the United
States in 91% (43 of 47 service industries) in
1990 and in 70% (35 of 50) in 2005, using the cur-
rent exchange rate (110.6 yen per dollar). Our
current estimates show that 52% (26 of 50)
were inferior in 2011. The PPPs of 74% (37 of
50 service industries) declined from 2005 to 2011.

To try to relate this to industry fundamentals,
Fig. 12.5 plots the changes in the PPPs for service
outputs between 2005 and 2011 against the two-
country average share of compensation of em-
ployees (CoE) in gross output for the service

21 Note that the difference in the products observed at our elementary level in Section 12.3.2 is considered. The
purchaser’s price PPPs for Agriculture, forestry, and fishing are much higher in industry use than that in household
use in Table 12.4. This seems contradict that Japan’s rice price is much higher than that in the United States. However,
this is consistent with that households are defined in Japan’s IOT to consume rice not directly from agricultural sector,
but from food manufacturing sector as polished rice.
22 We do not have a full general equilibrium model that determines how prices react to changes in policy that also
results in changes to the nominal exchange rate. Therefore, our competitiveness measures reflect the joint determi-
nation of the prices and exchange rate, but we are not able to assess how prices would change if the exchange rate
changes.
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industries in 2011. One hypothesis is that the fall
in labor prices in Japan relative to the United
States (Fig. 12.3) enabled relatively labor-
intensive service producers in Japan to charge
lower prices to purchasers in 2011 than in 2005.
This would manifest as a downward sloping
line between the change in the PPP level between
2011 and 2005 and the CoE share. Fig. 12.5 shows
very limited evidence of this. For example, (159)
Motor vehicle rental and leasing and (160)
Other rental and leasing in Japan had a low labor
share but improved price competitiveness.

Furthermore, a significant share of the PPPs for
services increased in 2011 and 2005. Japan’s
output price in (153) Veterinary service, which
has labor cost of over 40% of nominal output
increased from 2005 to 2011 relative US produc-
tion prices. These observations suggest two con-
clusions: labor costs alone cannot account for the
overall decline in the PPPs for services and using
the cost approach to measuring PPPs for outputs
based on input costs (for example using the labor
PPP to estimate the output PPP) likely leads to
inappropriate estimates of the output PPPs.

124 New residential construction

125 New non-residential construction

126 Building repairing

127 Other construction

128 Electric power generation 

and distribution

129 Gas distribution

130 Water, sewage and thermal energy supply

131 Waste management

132 Wholesale trade

133 Retail trade

134 Financial service

135 Insurance

136 Real estate

138 Rail transportation

139 Road passenger transportation

140 Road freight transportation

141 Water transportation

142 Air transportation

143 Other transport services

144 Warehousing and storage

145 Travel arrangement services

146 Postal service

147 Telecommunications

148 Broadcasting

149 Government services

150 Educational services

151 Research services

152 Medical and health service

153 Veterinary service

154 Other non-profit organization

155 Advertising and related services

156 Information service

157 Internet service providers and related services

158 Commercial and industrial equipment leasing

159 Motor vehicles rental and leasing

160 Other rental and leasing

161 Motor vehicle repair

162 Other repairs

163 Building maintenance service

164 Legal, financial, and accounting services

165 Other business services

166 Motion pictures

167 Other amusement and recreation services

168 Drinking and eating place

169 Hotels and other accommodations
170 Barber shops

171 Other personal services

173 Unclassified, etc.
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FIGURE 12.5 Changes in purchasing power parities (PPPs) for service outputs from 2005 to 2011.
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100 200 300 400

001 Grain farming
002 Vegetables and potatoes
003 Fruits
004 Other crop farming
005 Sugarcane and sugar beet…
006 Other non-edible crops
007 Cattle ranching, dairy cattle…
008 Poultry and egg production
009 Other animal production
010 Agricultural, forestry services
011 Forestry
012 Fishing
013 Metal ores
014 Stone, gravel and ceramic…
015 Other non-metal ores
016 Coal mining
017 Crude oil and natural gas
018 Meat and meat products
019 Dairy products
020 Seafood products
021 Grain milling
022 Bread and confectionery
023 Other processed…
024 Sugar
025 Vegetable oil
026 Seasoning and dressing…
027 Other food manufacturing
028 Liquor
029 Tea and coffee
030 Soft drinks
031 Animal food manufacturing
032 Tobacco
033 Fiber, yarn, and thread mills
034 Textile and fabric mills,…
035 Knit fabric mills
036 Carpet, floor mat, and rug…
037 Other textile product mills
038 Apparel and apparel…
039 Lumber and wooden chips
040 Plywood
041 Other wooden products
042 Furniture, accessories and…
043 Pulp
044 Paper
045 Paper containers
046 Other converted paper…
047 Newspaper publishers
048 Printing
049 Publishers
050 Inorganic chemical products
051 Petrochemical products
052 Organic chemical products
053 Fertilizers
054 Agricultural chemicals
055 Synthetic resin
056 Synthetic fibers
057 Pharmaceutical products
058 Soap, synthetic detergents…
059 Cosmetics and dentifrices
060 Paints and printing ink
061 Other chemical products
062 Petroleum and coal products
063 Plastic products
064 Rubber products
065 Foot wears
066 Leather and fur products
067 Other leather products
068 Glass and glass products
069 Cement
070 Ready-mixed concrete
071 Cement products and…
072 Pottery and ceramic products
073 Carbon and graphite products
074 Miscellaneous nonmetallic…
075 Iron and steel products
076 Copper, rolled and drawn…
077 Aluminum and rolled…
078 Communication and energy…
079 Other non-ferrous metals…
080 Metal products for…
081 Other metal products
082 Engines, turbines and boilers
083 Construction machinery…
084 Farm machinery and…
085 Metal processing…
086 Other general machinery…
087 Special industrial machinery

0 100 200 300 400

088 Semiconductor machinery
089 Other general machinery
090 Vending, commercial and…
091 Audio and video equipment
092 Household electrical…
093 Electronic computer
094 Computer peripheral…
095 Wired telecommunication…
096 Other telecommunication…
097 Applied electronic equipment
098 Watch, clock, and…
099 Semiconductor and related…
100 Electron tubes
101 Magnetic tape and flexible…
102 Rotating electric machinery
103 Electric bulbs
104 Other electronic component
105 Batteries
106 Other electric equipment
107 Motor vehicles
108 Motor vehicle body and parts
109 Motorcycle and bicycle
110 Ship building and repairing
111 Railroad rolling stock and…
112 Aircraft and repairing
113 Other transportation…
114 Photographic and…
115 Surgical, medical and dental…
116 Other precision instruments
117 Toys and sporting goods
118 Musical instruments
119 Audio and video media…
120 Writing instruments and…
121 Small personal adornments
122 Ordnance
123 Other miscellaneous…
124 New residential construction
125 New non-residential…
126 Building repairing
127 Other construction
128 Electric power generation…
129 Gas distribution
130 Water, sewage and thermal…
131 Waste management
132 Wholesale trade
133 Retail trade
134 Financial service
135 Insurance
136 Real estate
137 Lessors of dwellings…
138 Rail transportation
139 Road passenger transportation
140 Road freight transportation
141 Water transportation
142 Air transportation
143 Other transport services
144 Warehousing and storage
145 Travel arrangement services
146 Postal service
147 Telecommunications
148 Broadcasting
149 Government services
150 Educational services
151 Research services
152 Medical and health service
153 Veterinary service
154 Other non-profit organization
155 Advertising and related…
156 Information service
157 Internet service providers…
158 Commercial and industrial…
159 Motor vehicles rental and…
160 Other rental and leasing
161 Motor vehicle repair
162 Other repairs
163 Building maintenance service
164 Legal, financial, and…
165 Other business services
166 Motion pictures
167 Other amusement and…
168 Drinking and eating place
169 Hotels and other…
170 Barber shops
171 Other personal services
172 Scrap, used and secondhand…
173 Unclassified, etc.

FIGURE 12.6 Purchasing power parities (PPPs) for industry outputs in 2011.
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12.5 Conclusion

This paper provides new benchmark esti-
mates of JapaneUS industry-level price differen-
tials for 2011, based on a price accounting model
that links prices between the United States and
Japan and maps available price data to model-
consistent industry prices. Price comparisons
among countries at the industry level is a chal-
lenging task, but constructing measures that are
conceptually appropriate are indispensable for
evaluating efficiency in production systems and
international competitiveness on world markets.

We find that the PPP for GDP, derived from
aggregating our estimates of the PPPs for
industry-GDP at basic prices, is 109.0 yen per
dollar in 2011. In 2011, the Yen appreciated to a
historic high of 79.8 yen per dollar. Under the
current exchange rate of 110.6 yen per dollar as
of the beginning of July 2018, we estimate that
Japanese industries are superior in price compet-
itiveness in 59 of 91 industries in the
manufacturing sector except foods and in 26 of
50 industries in service sector in comparison to
US producers. Some Japanese producers are
considerably inferior in price competitiveness
in comparison to the United States; in particular,
the energy industries providing electricity, gas,
and heat and industries producing most agricul-
tural products.

The accuracy of the estimated PPPs for indus-
try outputs depends critically on the quality of
the data on margin rates and the other related
parameters. In addition, our analysis of the
PPPs of service outputs and their relation to la-
bor inputs indicate that the cost approach to
measuring PPPs for outputs likely leads to inac-
curate estimates. Employing simplifying as-
sumptions on the relationship between prices
likely leads to significant biases and incorrect
measures of international competitive position.
This indicates that improving the measurement
of price differentials and the related parameters
at the detailed product level is the best path

forward in building conceptually consistent
and precise price competitiveness measures
across industries and countries.

Appendix: bilateral price model

Producer’s prices

To construct the price model describing the
production system in Fig. 12.1, we use the
following notation for product i:

pdk;i Prices of products produced in country k
at producer’s prices in currency of country k,
pdkE;i Prices of products produced in country k,
purchased by exogenous economies at
producer’s prices (excluding net indirect taxes
on products and consumption tax) in
currency of country k,
pd;lk;i Prices of products produced in country k,
purchased by industries (I) or household (H)
in country k at producers’ prices in currency
of country k (if l ¼ I, the product is purchased
by industries for intermediate uses or
investment, and the price includes net
indirect taxes on products. If l ¼ H, the
product is purchased by household for final
consumption, and the price includes net
indirect taxes on products and consumption
tax.),
pd;lkk0;i Prices of products produced in country k,
purchased by industries (I) or household (H)
in country k’ at producers’ prices in currency
of country k (if l ¼ I, the product is purchased
by industries. If l ¼ H, the product is
purchased by household. The both prices
exclude net indirect taxes on products.),
pm;l
kk0;i Prices of imports from country k,

purchased by industries (I) or household (H)
in k’ country at the CIF prices plus tariff and
net indirect taxes on imports in currency of
country k’ (if l ¼ I, the product is purchased
by industries and the price excludes
consumption tax. If l ¼ H, the product is
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purchased by household and the price
includes consumption tax.),
pfob;lkk0;i Prices of imports from country k,
purchased by industries (I) or household (H)
in country k’ at the FOB prices in currency of
country k (if l ¼ I, the product is purchased by
industries. If l ¼ H, the product is purchased
by household.),
pc;lk;i Prices of composite products (domestic
products plus imports), purchased by
industries (I) or household (H) in country k at
producers’ prices in currency of country k (if
l ¼ I, the product is purchased by industries
and the price includes net indirect taxes on
products. If l ¼ H, the product is purchased
by household and the price includes net
indirect taxes on products and consumption
tax.),
Xkk0;ij Volumes of products produced in
country k and purchased by sector j in
country k’,
Xk;i Volumes of products produced in
country k,
sfkk0 ;i Rates of freight and insurance for imports
from country k, purchased in country k’,
srkk0;i Rates of tariff for imports from country k,
purchased in country k’,
slk;i Rates of net indirect taxes on products in
country k for industries (I) or household (H)
(if l ¼ I, the rate is for industries and excludes
consumption tax.23 If l ¼ H, the rate is for
households and includes consumption tax.),
sdk;i The effective rates of indirect taxes in
country k,

TXd
k;i The amount of indirect taxes of domestic

products in country k
ek=k0 Exchange rate of currency of country k
against the currency of country k’ (e.g.,
Japan’s exchange rate to the US dollar is eJ=U),
Te;l
k;i Transportation service input for one unit

of exports in country k (if l ¼ I, the service is
input for industries. If l ¼ H, the service is
input for households.),
We;l

k;i Trade service input for one unit of
exports in country k (if l ¼ I, the service is
input for industries. If l ¼ H, the service is
input for households.),
mT;e;l

k;i Rates of transportation cost (T) of
products in country k for exported products
(if l ¼ I, the rate is for industries. If l ¼ H, the
rate is for households.),
mW;e;l

k;i Rates of trade margin (W) of products in
country k for exported products (if l ¼ I, the
rate is for industries. If l ¼ H, the rate is for
households.).

We begin with clarifying the treatment of in-
direct taxes in our model. In Japan’s transactions
of Fig. 12.1, only households pay the consump-
tion tax. Therefore, we distinguish between the
producer’s prices of the domestically produced
outputs, pd;lJ;i (for industry) and pd;HJ;i (for
household).24 The rates of net indirect taxes on
products for industries and households are also
distinguished as slJ;i and sHJ;i, respectively. As for
the prices of exports, since both the consumption
tax and other indirect taxes on products are

23 The consumption tax on the products purchased by the producers who produce consumption tax exempt products
(e.g., medical care) are nondeductible. We describe that the consumption tax is excluded from sIk;i in the description of
our price model for simplicity, but some nondeductible consumption taxes in domestic final demand excluding
household consumption (Z) are considered in our actual estimation.
24 In addition to the differences in indirect taxes for industry and household uses, our price model permits differences
in the basic prices for industry and household uses, reflecting the observed price differentials in different demand
types of the product which are classified to the same group. These may indicate that the types or qualities of the same
product at the more detail level are different, but we treat them as if they were additive for simplicity of our price
model.
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deductible, Japan’s export prices to the United
States (pd;HJU;i and pd;lJU;i) are formulated as:

pd;lJU;i ¼ pd;lJ;i

.�
1þ slJ;i

�
ðk ¼ J;U and l ¼ I;HÞ

(A12.1)

On the other hand, the Japanese producer’s
price pdJ;i is defined as a composite of the pro-
ducer’s prices across all types of demand. The to-
tal of the domestic indirect taxes (excluding
indirect tax for imported products) of product i
is described as:

TXd
J;i ¼

 
sIJ;i

1þ sIJ;i

!
pd;IJ;i

X
j˛I

XJJ;ij

þ
 

sHJ;i
1þ sHJ;i

!
pd;HJ;i XJJ;iH (A12.2)

The first term on the right-hand side repre-
sents the amount of other indirect tax paid by in-
dustries (I) and the second term is the amount of
the consumption tax and other indirect tax paid
by households (H). Based on TXd

J;i, the effective
rate of indirect taxes for domestic product i in
Japan is defined as:

sdJ;i ¼ TXd
J;i

.�
pdJ;iXJ;i�TXd

J;i

�
; (A12.3)

where pdJ;iXJ;i is gross output in Japan. Using sdJ;i,
Japan’s export price to the exogenous economies
is formulated as:

pdJE;i ¼ pdJ;i
.�

1þ sdJ;i

�
(A12.4)

In the case of exports to exogenous econo-
mies, that is Eq. (A12.4), we do not distinguish
between exports to industry and households
due to data constraints, unlike the bilateral
trade prices between Japan and the United
States which do account for price differences be-
tween households and industry. Analogous
Eqs. (A12.1)e(A12.4) also hold for the United
States.

The IOT in Fig. 12.1 imposes that the value of
output is balanced across uses:

pdJ;iXJ;i ¼ pd;IJ;i

X
j˛I

XJJ;ij þ pd;IJU;i

X
j˛I

XJU;ij þ pd;HJ;i XJJ;iH

þ pd;HJU;iXJU;iH þ pdJE;iXJE;i

(A12.5)

The first term on the right-hand side repre-
sents industry uses (intermediate uses and in-
vestment) in Japan, the second term is the
imports by the US industries for the intermediate
uses, the third term is the household uses in
Japan, the fourth term is the imports by the US
households, and the final term accounts for ex-
ports to exogenous economies.

Corresponding to the Isard-type BIOT in
Fig. 12.1, we define the CheneryeMoses-type
IOT (the competitive import-type IOT) for both
Japan and the United States. (Chenery, 1953;
Moses, 1955). Fig. 12.7 represents this table for
Japan (the table for the United States is defined
analogously).

Based on the CheneryeMoses-type inpute
output framework in, the output balance
including Japan’s uses of imports at current pri-
ces is described as:

pdJ;iXJ;i ¼
X
j˛I

pc;IJ;i XJ;ij þ pc;HJ;i XJ;iH

þ
0
@X

j˛I
pd;IJU;iXJU;ij þ pd;HJU;iXJU;iH þ pdJE;iXJE;i

1
A

�
X

k¼U;E

0
@X

j˛I
pm;I
kJ;iXkJ;ij þ pm;H

kJ;i XkJ;iH

1
A;

(A12.6)

where XJ;ij is the domestic demand of product i
by sector j in Japan including both domestic
products and imports, and pc;IJ;i stands for the
corresponding prices of the composite products
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(of domestically produced products plus im-
ports). These demand prices are embedded in
the accounting identity as:

pc;lJ;iXJ;il ¼ pd;lJ;i XJJ;il þ pm;l
UJ;iXUJ;il

þ pm;l
EJ;iXEJ;il ð l ¼ I;HÞ

(A12.7)

The outputs at constant prices are assumed to
be additive among the different demand types;

XJ;i ¼
X
j˛D

XJJ;ij þ
X
j˛D

XJU;ij þ XJE;i

¼
X
j˛D

XJ;ij þ
X
j˛D

XJU;ij þ XJE;i

�
X
j˛D

XUJ;ij �
X
j˛D

XEJ;ij

(A12.8)

The former equation corresponds with the
nominal balance of Eq. (A12.5) and the latter
corresponds to Eq. (A12.6). We also assume
additivity among domestic inputs and imports:

XJ;ij ¼ XJJ;ij þ XUJ;ij þ XEJ;ij ðj˛DÞ: (A12.9)

We define the output share at constant prices:

wd;l
Jk;i ¼

X
j˛l

XJk;ij
�
XJ;i ðk ¼ J;U; l ¼ I;HÞ and wd

JE;i

¼ XJE;i
�
XJ;i;

(A12.10)

where wd;I
JJ;i þ wd;I

JU;i þ wd;H
JJ;i þ wd;H

JU;i þ wd
JE;i ¼ 1.

Based on Eqs. (A12.5)e(A12.10), Japan’s output
price of product i is described as:

pdJ;i ¼ pd;IJ;i w
d;I
JJ;i þ pd;IJU;iw

d;I
JU;i þ pd;HJ;i wd;H

JJ;i

þ pd;HJU;iw
d;H
JU;i þ pdJE;iw

d
JE;i

(A12.11)

By substituting Eqs. (A12.1) and (A12.4) into
Eq. (A12.11), we obtain:

pdJ;i ¼
(
pd;IJ;i

 
wd;I
JJ;iþ

wd;I
JU;i

1þ slJ;i

!

þ pd;HJ;i

 
wd;H
JJ;i þ

wd;H
JU;i

1þ slJ;i

!), 
1�

wd
JE;i

1þ sdJ;i

!
:

(A12.12)

Thus Japan’s output price, pdJ;i, is measured us-
ing pd;IJ;i and pd;HJ;i , the output shares, and the rates
of indirect taxes.

On the other hand, in order to clarify the rela-
tionship between the US producer’s price pd;lUJ;i for
sales to Japan and Japan’s import prices from the
United States, pm;l

UJ;i, we describe the US FOB price
as:

pfob;lUJ;i ¼ pd;lUJ;i þ pd;lUJ;TT
e
U;i þ pd;lUJ;WWe

U;i ðl ¼ I;HÞ;
(A12.13)

FIGURE 12.7 Japanese inputeoutput table (the CheneryeMoses-type).
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where pd;lUJ;T and pd;lUJ;W are the prices of US trans-
portation and trade sectors for the exports to
Japan, respectively, and Te;l

U;i andWe;l
U;i are the vol-

umes of transportation and trade services for one
unit of exports of product i required in the
United States. We define the rate of transporta-
tion cost mT;E;l

U;i and the rate of trade margin

mW;e;l
U;i for exported products as,

mT;e;l
U;i ¼ pd;lUJ;TT

e
U;i

.
pfob;lUJ;i and mW;e;l

U;i

¼ pd;lUJ;WWe
U;i

.
pfob;lUJ;i ðl ¼ I;HÞ;

(A12.14)

respectively. From Eqs. (A12.13) and (A12.14),
the FOB prices for households and industries are
represented as:

pfob;lUJ;i ¼ pd;lUJ;i

.�
1�mT;e;l

U;i �mW;e;l
U;i

�
ðl ¼ I;HÞ
(A12.15)

The prices of imports for industry and house-
hold uses, pm;I

UJ;i and pm;H
UJ;i , are calculated by adding

the custom duty and indirect taxes on products
to the CIF price as:

pm;l
UJ;i ¼ eJ=U

�
1þ slJ;i

��
1þ srUJ;i

��
1þ s

f
UJ;i

�
pfob;lUJ;i

¼ eJ=Uu
l
UJ;ip

d;l
UJ;i ðl ¼ I;HÞ;

(A12.16)

where eJ=U is the exchange rate of the Japanese
yen against the US dollar, sfUJ;i and srUJ;i are the
rates of the international freight and insurance
and the tariff for one unit of product i imported
from the United States to Japan, respectively,
and ul

kk0;i is defined as insurance and the tariff

for one unit of
�
1þslk0;i

��
1þsrkk0;i

��
1þsfkk0;i

�.
�
1�mT;e;l

U;i �mW;e;l
U;i

�
for l¼I,H for notational

simplicity.25

Meanwhile, the volume share of demand of
domestic product and imported product is
defined as:

wc;l
kJ;i ¼

X
j˛l

XkJ;ij

,X
j˛l

XJ;ij

ðk ¼ J;U;E and l ¼ I;HÞ;
(A12.17)

where wc;l
JJ;i þ wc;l

UJ;i þ wc;l
EJ;i ¼ 1 for l ¼ I;H. By

assigning Eqs. (A12.16) and (A12.17) to Eq.
(A12.7), we obtain:

pc;lJ;i ¼ pd;lJ;i w
c;l
JJ;i þ eJ=Uu

l
UJ;ip

d;l
UJ;iw

c;l
UJ;i

þ pm;l
EJ;iw

c;l
EJ;i ðl ¼ I;HÞ

(A12.18)

Similarly, the demand prices in the United
States are shown as:

pc;lU;i ¼ pd;lU;iw
c;l
UU;i þ ul

JU;ip
d;l
JU;iw

c;l
JU;i

.
eJ=U

þ pm;l
EU;iw

c;l
EU;i ðl ¼ I;HÞ:

(A12.19)

Eqs. (A12.18) and (A12.19) describe the price
relationship between the producer’s prices of
Japan and the United States through bilateral
trade.

Based on the definitions of our prices, we
define several PLIs between Japan and the
United States as,

Pd
J=U;i ¼

pdJ;i
eJ=UpdU;i

; Pd;l
J=U;i ¼

pd;lJ;i

eJ=Up
d;l
U;i

; Pc;l
J=U;i

¼
pc;lJ;i

eJ=Up
c;l
U;i

ðl ¼ I;HÞ:

(A12.20)

where Pd
J=U;i is the PLI of output at producer’s

price of product i between Japan and the United

25 The data srUJ;i is based on our extended 2011 JapaneUS BIOT and the data sfUJ;i is assumed to be identical with the
estimates in the 2005 JapaneUS BIOT by METI.
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States. The second equation describes the defini-
tion of the PLIs of output at producer’s price for
households and for industries, Pd;H

J=U;i and Pd;I
J=U;i,

respectively. The third equation describes the
PLIs of demand prices at producer’s price, Pc;H

J=U;i

and Pc;I
J=U;i, respectively. By substituting Eqs.

(A12.18) and (A12.19) into (A12.20), the Japane
US PLI of domestic demand prices for house-
holds and industries is obtained as follows:

Pm;l
Ek=U;i is the PLI of the imports from exoge-

nous economies to Japan or the United States,
relative to the domestic producer’s prices in the
United States. These imports PLIs are defined as:

Pm;l
EJ=U;i ¼

pm;l
EJ;i

eJ=U pd;lU;i

and

Pm;l
EU=U;i ¼

pm;l
EU;i

pd;lU;i

ðl ¼ I;HÞ:
(A12.22)

The import price indices for Japan and the
United States, pm;l

EJ=U;i and pm;l
EU=U;i, respectively,

are endogenous in the model and determined
by the submodel, as presented in the subsequent
section. From Eq. (A12.21), we obtain:

If the PLIs of the demand prices and the im-
ports from exogenous economies are available
as data, the PLI of output at producer’s price
are measured by this equation.

When the PLIs for Pd;I
J=U;i and Pd;H

J=U;i (PLIs for in-
dustry and household) are available in the data,
we can measure the PLI of domestic outputs,
Pd
J=U;i, based on Eq. (A12.12) as:

Pd
J=U;i ¼

8<
:Pd

J=U;i

0
@Pd;I

U;iw
d;I
JJ;i

Pd
U;i

þ
Pd;I
U;iw

d;I
JU;i�

1þ sIJ;i

�
Pd
U;i

1
A

þPd;H
J=U;i

0
@Pd;H

U;i w
d;H
JJ;i

Pd
U;i

þ
Pd;H
U;i w

d;H
JU;i�

1þ sHJ;i

�
Pd
U;i

1
A
9=
;

, 
1�

wd
JE;i

1þ sdJ;i

!
:

(A12.24)

In this equation, Pd
J=U;i is defined including the

indirect taxes. Since our framework is based on
METI’s symmetric BIOT, this product-PLI is
identical to the industry-PLI (Pd

J=U;i ¼ Pd
J=U;j). To

Pc;l
J=U;i ¼

Pd;l
J=U;iw

c;l
JJ;i þ ul

UJ;iw
c;l
UJ;i

.�
1þ slU;i

�
þ Pm;l

EJ=U;iw
c;l
EJ;i

wc;l
UU;i þ Pd;l

J=U;iu
l
JU;iw

c;l
JU;i

.�
1þ slJ;i

�
þ Pm;l

EU=U;iw
c;l
EU;i

ðl ¼ I;HÞ: (A12.21)

Pd;l
J=U;i ¼

ul
UJ;iw

c;l
UJ;i

.�
1þ slU;i

�
þ Pm;l

EJ=U;iw
c;l
EJ;i � Pc;l

J=U;i

�
wc;l
UU;i þ Pm;l

EU=U;iw
c;l
EU;i

�
Pc;l
J=U;iu

l
JU;iw

c;l
JU;i

.�
1þ slJ;i

�
� wc;l

JJ;i

ðl ¼ I;HÞ (A12.23)
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enable us to compare the prices and volumes of
outputs, the PLI of j-industry outputs at basic
prices Pd�

J=U;j as:

Pd�
J=U;i ¼ Pd

J=U;i

1þ sdU;i

1þ sdJ;i
: (A12.25)

In our study, only the JapaneUS differences in
the indirect taxes on the consumption of liquor,
tobacco, and gasoline are taken into account.

Purchaser’s prices

The first section of the Appendix described
the price model based on producer’s prices.
However, the PPP data in the main data sources
are measured at purchaser’s prices. In this sec-
tion, we describe the relationship between the
producer’s prices and purchaser’s prices. Some
additional notation is required:

ppd;lk;i Prices of products in country k, purchased
by industries (I) or household (H) in country k
at purchasers’ prices in currency of country k
(if l ¼ I, the product is purchased by
industries for intermediate uses or
investment. If l ¼ H, the product is purchased
by household for final consumption.),
ppd;lkk0 ;i Prices of products produced in country k,
purchased by industries (I) or household (H)
in country k’ at purchasers’ prices in currency
of country k (if l ¼ I, the product is purchased
by industries. If l ¼ H, the product is
purchased by household.),
ppm;l
kk0 ;i Prices of imports from country k,

purchased by industries (I) or household (H)
in country k’ at purchasers’ prices in currency
of country k’ (if l ¼ I, the product is purchased
by industries. If l ¼ H, the product is
purchased by household.),
Tl
k;i Transportation service input for one unit

of imported and domestic products in country
k (if l ¼ I, the service is input for industries. If
l ¼ H, the service is input for households.),
Wd;l

k;i Trade service input for one unit of
domestic products in country k (if l ¼ I, the

service is input for industries. If l ¼ H, the
service is input for households.),
Wm;l

k;i Trade service input for one unit of
imports in country k (if l ¼ I, the service is
input for industries. If l ¼ H, the service is
input for households.),

mT;l
k;i Rates of transportation cost (T) of

products in country k for imported and
domestic products (if l ¼ I, the rate is for
industries. If l ¼ H, the rate is for households.),
mW;l

k;i Rates of trade margin (W) of products in
k-country for imported and domestic
products (if l ¼ I, the rate is for industries. If
l ¼ H, the rate is for households.),
mW;d;l

k;i Rates of trade margin (W) of products in
country k for domestic products (if l ¼ I, the
rate is for industries. If l ¼ H, the rate is for
households.),
mW;m;l

k;i Rates of trade margin (W) of products
in country k for imported products (if l ¼ I,
the rate is for industries. If l ¼ H, the rate is for
households.)

The purchaser’s price paid by industries and
households is defined as the sum of the
producer-price value, the transportation cost,
and the trade margin as:

ppd;lJ;i ¼ pd;lJ;i þ pd;lJ;TT
l
J;i þ pd;lJ;WWd;l

J;i ðl ¼ I;HÞ;
(A12.26)

where pd;lJ;T and pd;lJ;W are the output prices of the
transportation and trade services in Japan, and
Tl
J;i and Wd;l

J;i are the transportation and the trade
services required for one unit of product i. In our
model, since the trade margin rates are distin-
guished for domestic products and imports, the
superscript “d” is added for the trade margin.
The rates of transportation cost and trade margin
to the purchaser’s prices of domestic products
are defined as:

mT;l
J;i ¼ pd;lJ;TT

l
J;i

.
ppd;lJ;i and mW;d;l

J;i

¼ pd;lJ;WWd;l
J;i

.
ppd;lJ;i ðl ¼ I;HÞ; (A12.27)
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respectively, for each of industry or household
use. Based on Eqs. (A12.26) and (A12.27), the
relationship between producer’s prices and pur-
chaser’s prices is given by:

pd;lJ;i ¼ ppd;lJ;i

�
1�mT;l

J;i �mW;d;l
J;i

�
ðl ¼ I;HÞ

(A12.28)

Analogous equations exist for the United
States. The PLI in purchaser’s prices for domestic
products is described as.

Ppd;l
J=U;i ¼

ppd;lJ;i

eJ=U ppd;lU;i

¼Pd;l
J=U;i

�
1�mT;l

U;i �mW;d;l
U;i

�
�
1�mT;l

J;i �mW;d;l
J;i

�
ðl ¼ I;HÞ:

(A12.29)

This equation gives the relationship between
the producer-price PLI and the purchaser-price
PLI of domestic products.

The PLI for composite demand, which reflects
the prices of both imports and its domestic coun-
terpart, is represented as:

Ppc;l
J=U;i ¼

ppc;lJ;i

eJ=U ppc;lU;i

¼Pc;l
J=U;i

�
1�mT;l

U;i �mW;l
U;i

�
�
1�mT;l

J;i �mW;l
J;i

�
ðl ¼ I;HÞ:

(A12.30)

The rate of transportation cost for the compo-
nent of imports is the same as that for the domes-
tic products. Thus the same rates of mT;l

J;i and mT;l
U;i

are applied in Eqs. (A12.29) and (A12.30). On the
other hand, the rate of domestic trade margin for
imports mW;m;l

k;i is different from that for domestic

products mW;d;l
k;i in our model. Therefore, Eq.

(A12.30) is described using, mW;l
J;i and mW;l

U;i , which
are the rates of trade margin for composite prod-
ucts measured as:

Eq. (A12.31) indicates that the rate of trade
margin for composite products mW;l

k;i is measured

as a weighted average of mW;m;l
k;i and mW;d;l

k;i , with
weights reflecting the nominal value shares eval-
uated at the purchaser’s prices. This study uses
the trade margin rates in Nomura and Miya-
gawa (2018a).

The PLIs, Ppc;I
J=U;i and Ppc;H

J=U;i in Eq. (A12.30),
reflect the JapaneUS relative price differences
for demand prices evaluated by purchaser’s pri-
ces for industry and household uses, respec-
tively. By isolating the PLI of the products for
household use, we are able to define the Japane
US PPP for household consumption by product
as:

PPPH
J=U; i ¼ eJ=UP

pc;H
J=U;i: (A12.32)

If the PPP data, PPPH
J=U;i, or the purchaser-

price PLI, Ppc;H
J=U;i, on household consumption be-

tween Japan and the United States is available,
we can measure the producer-price PLI of de-
mand prices, Pc;H

J=U;i, from Eq. (A12.30), and then

the PLI of domestic products, Pd;H
J=U;i, can be

measured from Eq. (A12.23).

mW;l
k;i ¼ mW;m;l

k;i

X
j˛l

�
ppm;l
k0k;iXk0k;ij þ ppm;l

Ek;i XEk;ij

�,X
j˛l

ppc;lk;i Xk;ij

þmW;d;l
k;i $

X
j˛l

ppd;lkk;iXkk;ij

,X
j˛l

ppc;lk;i Xk;ij ðkk0 ¼ JU or UJ and l ¼ I;HÞ:
(A12.31)
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Import prices from exogenous economies

We next describe the role of import prices
from exogenous economies (E) to Japan (J) and
the United States (U). The estimates of these pri-
ces, pm;l

EJ;i and pm;l
EU;i, respectively, are used to infer

the producer-price PLI of domestic products
Pd;l
J=U;i in Eq. (A12.23). Some intuition of this is

as follows: suppose we observe the price of pa-
per exported from China into Japan, and we
observe the final demand price paid for paper
in Japan. In our accounting framework, the gap
between the two prices reflects the (unmeasured)
production price in Japan (after accounting for
trade margins and taxes). We define pm;l

EJ;i and

pm;l
EU;i as the combined import prices from exoge-

nous economies:

pm;l
Ek0;i ¼

X
k

pm;l
kk0;iv

m;l
kk0;i

¼
X
ksR

ek0=ku
l
kk0;ip

d;l
k;iv

m;l
kk0;i þ pm;l

Rk0;iv
m;l
Rk0;i;

ðl ¼ I;H; k ¼ C;G;K;M;W;T;R; and

k0 ¼ J or UÞ;
(A12.33)

where the vm;l
kk0 ;i stands for the import shares at

current prices from country k (the exogenous
economies) to country k’ (Japan and the United
States). The sum of the import shares

P
k
vm;l
kk0;i is

one. pm;l
Rk0;i is the average price of imported goods

from the ROW. ul
kk0;i, which is defined in Eq.

(A12.16), is the combined coefficient to transform
the output prices in country k to the import pri-
ces in country k’ from country k. Since it is diffi-
cult to obtain the output prices in country k (pd;lk;i)
directly from statistical data, we construct the
following submodel to determine pd;lk;i in six exog-
enous economies (k) excluding the ROW.26

We describe the demand price (of the compos-
ite products) in country k as:

pc;lk;i ¼ pd;lk;iv
c;l
kk;i þ

X
ksk0

ek=k0ul
k0k;ip

d;l
k0;iv

c;l
k0k;i

þ ek=Ju
l
Jk;ip

d;l
J;i v

c;l
Jk;i

þ ek=Uu
l
Uk;ip

d;l
U;iv

cl
Uk;i þ pm;l

Rk;iv
c;l
Rk0;i

ðk ¼ C;G;K;M;W;T;

k0 ¼ C;G;K;M;W;T; and l ¼ I;HÞ:
(A12.34)

where vc;lkk0 ;i is the demand share of the domestic
product and the imported product at current pri-
ces from country k to country k’. The sum of the
demand shares

P
k
vc;lkk0 ;i is one. In this equation, pd;lk;i

in the first and second terms of the right hand is
the prices to be determined endogenously in the
submodel. The third and fourth terms are the
import prices from Japan and the United States,
respectively, whose output prices, pd;lJk;i and pd;lUk;i,
are predetermined in the main model and are
treated as exogenous variables in the submodel.
And the final term, pm;l

Rk;i, is the exogenous prices
of imports from the ROW.

In the left-hand side of Eq. (A12.34), the
demand-price PPPs in country k, pc;lk;i, are
observed in Eurostat-OECD (2012), METI
(2012), or other PPP surveys. The third and
fourth terms of the right-hand side of Eq.
(A12.34), i.e., the output prices in Japan and the
United States, are predetermined in our main
model, as described in Appendices 1 and 2.
The fifth term, i.e., the exogenous prices of im-
ports from the ROW, is also usually unobserved.
In this paper, the purchaser’s price of imports
from the ROW in country k is assumed to be
identical with the purchaser’s price of the com-
posite product of domestic product in country
k and imported products from Japan, the United

26 In the submodel, indirect taxes are not considered for simplicity.
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States, and other five exogenous countries.27 For
each product i, Eq. (A12.34) is defined for the six
countries that we consider. Six endogenous vari-
ables of domestic output prices in country k, pd;lk;i,
are determined simultaneously by solving these
six linear equations in each product i.

Some iterations are required between the
main model and the submodel. By substituting
the output prices (pd;lk;i) estimated in the submodel
for six countries and the exogenous prices of im-
ports from the ROW ( pm;l

Rk;i) into Eq. (A12.33), the
import prices from exogenous economies to
Japan and the United States, pm;l

EJ;i and pm;l
EU;i, are

affected. These then require the further adjust-
ment in the estimates of pd;lJ;i and pd;lU;i in Eq.
(A12.23) of the main model, which impacts the
third and fourth terms of the right-hand side of
Eq. (A12.34) in the submodel. Through a few re-
iterations between the main model and the sub-
model, we obtain the final results of all types of
PLIs between Japan and the United States.

Sensitivity to margin rates

In this section, we evaluate the sensitivity of
the PPPs for industry outputs to our choice of
margin rates. Our baseline PPP estimates
depend on the margin rates of wholesale and
retail services estimated in Nomura and Miya-
gawa (2018a). They examined the accuracy of

the estimates of the trade margin values in the
2011 benchmark IOT in Japan and found the to-
tal margin value was underestimated by about
40% due to estimation methods used in the
2011 Economic Census. If lower margin rates
are used in the measurement of PPPs via the
price model, they induce higher PPPs for indus-
try outputs (Paths 2, 3, and 4 defined in
Fig. 12.2). Fig. 12.8 presents the impact on the
PPPs for outputs when the margin values were
reduced by 40% (on the y-axis) from our baseline
estimates (on the x-axis). This low-margin case
reduces the price competitiveness measures by
more than 50% in 15 industries and by more
than 20% in 44 industries.28 The PPPs based on
the (official) low-margin case imply significantly
lower productivity levels in Japanese
manufacturing than those based on the adjusted
margins. These low productivity levels in
manufacturing are implausible in comparison
to earlier studies of JapaneUS productivity
gaps.29

At the aggregate level, the low-margin case
leads to and increase the PPP for GDP to 111.8
yen per dollar, from 109.0 in the baseline sce-
nario, expanding the gap with the expenditure-
side PPP for GDP in the Eurostat-OECD (107.5
yen per dollar). However, the impact of the
low-margin case at the aggregate level is small
compared to the impacts at the industry level
presented in Fig. 12.8. This is because higher
PPPs for GDP in the manufacturing industries

27 The estimates of PPP for outputs are sensitive to the assumption on import prices, in the process to parse the
observed price of composite goods into that from domestic supply and that coming from imported goods. In
measuring PPPs for 1990 in Nomura and Miyagawa (1999), the similar assumption was applied only for the total of
six exogenous economies and the ROW. This induced unreasonable estimates in some products. The explicit treat-
ment of six exogenous economies contributes to reduce these events to be happened. However, in some exceptional
cases when the estimated results are unreasonable, the import prices from the ROW are adjusted.
28 For example, the PPP for industry output of (170) Motor vehicles is revised to 120.0 yen per dollar in low-margin
case, compared to 97.5 in baseline estimates. The PPP for domestic output estimated in low-margin case seems to be
unrealistically high as an evaluation of price competitiveness of the Japanese motor vehicle industry.
29 Kuroda and Nomura (1999), and Jorgenson and Nomura (2007), as well as Jorgenson et al. (2016).
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are compensated by the revised lower PPPs for
GDP of the wholesale and retail industries. The
low-margin case has a significant impact on the
PPP for wholesale service (95.3 yen per dollar
from 133.5 in the baseline estimate) and the
PPP for retail service (119.7 from 136.3). These es-
timates based on the lower margin rates seem to
be inconsistent with previous studies, providing
additional evidence that those based on the offi-
cial Japan Census data appear implausible.

Disclaimer
The views expressed in this paper are solely those of the au-
thors and not necessarily that of the RIETI, or the US Bureau
of Economic Analysis. The use of the unpublished data
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13.1 Introduction

An interesting development to note is that
new growth theory, which highlighted the role
of human capital and the convexity of the total
capital in growth and development process
emerged in the economic literature more or less
at the same time as the information and commu-
nications technology (ICT) revolution began. ICT
capital appears to have played the role of a broad
capital encompassing human capital and econo-
mies of scale as reviewed in Pyo (2018). Since
Solow (1987) highlighted the paradox that “you
can see the computer age everywhere but in
the productivity statistics,” there has been a vol-
uminous debate on how this paradox should be
explained. We note in particular two explana-
tions. The first explanation is that the productiv-
ity implications of a new technology are only
visible with a long lag (Brynjolfsson (1993)).

The second possible explanation is that com-
puters simply are not very productivity-
enhancing, since they require time, a scarce
complementary human input. In the present
chapter, we examine the hypothesis that com-
puters and other ICT technologies have affected
human input.

Following the spread of ICT in the 21st cen-
tury, many studies on inequality between skilled
and unskilled labor have focused on the effects
of ICT on the wage share of skilled labor.
Following Berman et al. (1994), several articles
examined skill-biased technological change. Us-
ing manufacturing industry data for seven
advanced economies, Machin and Van Reenen
(1998) show that research and development
(R&D) expenditures are associated with an in-
crease in the wage share of nonproduction
workers. Chun (2003) examined the effects of
ICT adoption and ICT use on the wage share of
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college graduates. He finds that the firms which
adopted and fully implemented new technology
can replace high-wage, highly educated workers
with lower paid less-educated workers. His
empirical results using industry-level data for
the United States showed that the introduction
of new ICT facilities has increased the wage
share of college graduates, which implies that
college graduates find it easier to adapt to new
technologies. He also showed that in the case
of college graduates, ICT is complementary to
skills.

O’Mahony et al. (2008) divide studies on ICT
and employment into two fields: those on the ef-
fects of new technologies such as ICT on labor
skills and those on the effects of new technolo-
gies on tasks. The first strand of studies starts
from Berman et al. (1994), who think that skill-
biased technology has increased inequality
between skilled and unskilled labor. Using a
translog cost function, they estimate an equation
where the wage share of nonproduction workers
is affected by the relative wage of nonproduction
workers and the capital/output ratio. Their esti-
mation results show that the impact of technol-
ogy on the demand for skilled labor is slowing
down, at least in the United States, supporting
a transitory interpretation.

O’Mahony et al. (2008) also examined the ef-
fects of ICT capital on the wage share of the
most educated workers in all countries and found
capital-skill complementarity. Focusing on three
advanced economies (the United States, the
United Kingdom, and France), they divide
workers into three groups by educational level.
Their estimation results show complementarity
between highly educated workers and ICT capi-
tal and substitutability between low-skilled
workers and ICT capital. They divide high-
skilledworkers into two groups (ICT occupations
and non-ICT occupations) and estimate the wage
share equations in each country. Their estimation
results show that complementarity effects

between high-skilled labor engaged in ICT occu-
pations and ICT capital are found only in France.

Another study examining the effects of ICT
capital on high-skilled labor is that by Michaels
et al. (2014). From the EU KLEMS database,
they obtain data on the wage and employment
of three types of workers (high-education
workers, middle-education workers, and low-
education workers), value-added, and ICT capi-
tal by industry for 11 countries. Like O’ Mahony
et al. (2008), they find complementarity between
high-skilled labor and ICT capital. On the other
hand, middle-skilled workers are substitutable
for ICT capital.

Spieza et al. (2016) examine the effects of ICT
investments on (i) total labor demand, (ii) labor
demand by skill level, and (iii) labor demand by
industry in selected Organisation for Economic
Co-operation and Development (OECD) coun-
tries over the period 1990e2012. They report
that “ICT investments are estimated to have
raised total labor demand in most countries over
the period 1990e2007 but to have reduced it after
2007. In the latter period, the decrease in total la-
bor demand has been accompanied by polariza-
tion in favor of high and low skills and against
medium skills. Yet, the effects on both total labor
demand and polarization are estimated to disap-
pear in the long run” (Spieza et al., 2016, p. 4).

The second strand of studies focuses on the ef-
fects of new technology on tasks. To examine the
effects of computerization on job skill demand,
Autor et al. (2003), hereafter Autor, Levy and
Murnane (ALM) divided tasks into the following
five categories: nonroutine analytical tasks,
nonroutine interactive tasks, routine cognitive
tasks, routine manual tasks, and nonroutine
manual tasks. Their main finding was that “com-
puter technology substitutes for workers in per-
forming routine tasks that can be readily
described with programmed rules, while com-
plementing workers in executing non-routine
tasks demanding flexibility, creativity,
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generalized problem-solving capabilities, and
complex communications” (Autor et al., 2003,
p. 1279). Goos and Manning (2007) and Spitz-
Oener (2006) investigated the impact of technol-
ogy on labor markets in the United Kingdom
and West Germany following ALM’s approach.
They found evidence that job polarization was
increasing and that this was related to skill-
biased technical change. Ikenaga (2009) and
Ikenaga and Kambayashi (2016) analyzed the
relationship between changes in task shares
and ICT capital. Constructing a dataset with
ALM’s five task categories by industry using
the Population Census and the JIP database, the
latter find that “although machines seem to
have replaced routine cognitive tasks and
manual tasks before the introduction of ICT, it
appears that ICT reinforces the tendency for
routine labor tasks to be replaced by capital.
Moreover, ICT induces complementary in-
creases in nonroutine, high-skilled (interactive)
tasks” (Ikenaga and Kambayashi, 2016, p. 288).

Following the Global Financial Crisis, econo-
mists have been interested not only in inequality
between high-skilled and low-skilled labor but
also in the decline in the total labor share in
advanced countries. Karabarbounis and Neiman
(2013) show that the global labor share has
declined significantly since the early 1980s in
developed countries, highlighting that “larger la-
bor share declines occurred in countries or in-
dustries with larger declines in their relative
price of investment goods” (Karabarbounis and
Neiman, 2013, p. 31). Using KLEMS data, they
use the cross-sectional variation in labor shares
to estimate the production function for different
countries and find that the decline in the relative
price of investment explains roughly half of the
decline in the global labor share. On the other
hand, Elsby et al. (2013) show that “U.S. data
provided limited support for neoclassical expla-
nations based on the substitution of capital for

(unskilled) labor to exploit technical change
embodied in new capital goods” (p. 1).

The central theme of this chapter is the impact
of the skill-biased technical change associated
with the introduction of ICT investment on labor
demand in Japan and Korea. This is a follow-up
study to Fukao et al. (2012), which investigated
the contribution of ICT investment to total factor
productivity in Japan and Korea. The (chapter/
study/paper) consists of the specification of the
model in Section 13.2, while Section 13.3 presents
empirical estimation results using Japanese and
Korean. Finally, Section 13.4.

13.2 A model of ICT investment effects
on employment

According to O’Mahony et al. (2008), we
analyze the impact of ICT on the demand for
skills. We consider the following short-run vari-
able cost function in industry i:

CVi
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i ;W
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i ;WL

i ; Ki;Yi;Zi
�

(13.1)

where WHðWM;WLÞ is the wage rate of high-
skilled (middle-skilled and low-skilled), K is
the capital stock, Y is value added, and Z is fac-
tors that change the structure of production cost.

Following Berman et al. (1994), we assume a
translog cost function with constant returns to
scale. Applying Shephard’s lemma, we obtain
the labor cost share equation for skilled workers.
Our empirical specification is based on the
following equation:
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where SH
i is the labor cost share of skilled

workers. Following O’Mahony et al. (2008), we
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replace the relative wage term by time dummies
(DtÞ to deal with the endogeneity issue associ-
ated with wages.1 In addition, we assume that
ICT over capital represents Z. Eventually, we
can rewrite Eq. (13.2) as follows:

SHi ¼ aþ d ln
�
Ki

Yi

�
þ q ln

�
ICTi

Ki

�
þ htDt þ εi

(13.3)

where ICTit represents the ICT capital stock and
εit is the error term.

The coefficient on the capitaleoutput ratio (d)
shows the degree of complementarity or substi-
tutability between capital and skills. d will be
positive if capital and skills are complementary.
The coefficient of ICTecapital ratio (q) captures
the impact of ICT on the wage structure. If ICT
capital increases the demand for skilled workers,
qwill be positive in the labor cost share equation
for skilled workers.

We use both Japanese and Korean dataset for
estimating the labor cost share equation. These
datasets comprise annual series from 1979 to
2015. We split the dataset into two subsets. The
one is from 1979 to 2000 for comparing with
the results of O’Mahony et al. (2008); the other
is from 1995 to 2015 for tracing the impact of
ICT investments on employment in Korea and
Japan after the main ICT investments started
from the mid-1990s. The latter period also in-
cludes the Asian financial crisis, which was
particularly severe in Korea, as well as the
Global Financial Crisis of 2007e08. To test the
impact of ICT capital by skill category, we esti-
mate Eq. (13.3) using industry-level data for all
skill groups. g and q are assumed to be identical
across industries.

13.3 Empirical results for Japan and Korea

13.3.1 Trends in wage shares and ICT
capital intensity

Both Japan and Korea use the same industry
classification. We have our own KLEMS data-
bases called Japan Industrial Productivity (JIP)
Database and Korea Industrial Productivity
(KIP) Database, respectively, and both classifica-
tions are summarized into 38 industries to
harmonize with the EU KLEMS database.

13.3.1.1 Labor share

For Japan, we obtain employment and wage
data by gender (male and female), by age group
(5-year brackets from 15 to 64, and over 65), by
industry, and by education level (middle-
school graduates, high-school graduates, voca-
tional school and junior college graduates, and
college graduates) from the National Population
Census the Basic Survey on Employment Structure
and the Basic Survey onWage Structure. However,
when we estimate (the cost share function/cost
share functions), we categorize our data into
three education levels (high ¼ college graduates;
middle ¼ high-school graduates, and vocational
school and junior college graduates; and low -
¼ middle-school graduates).

Table 13.1 shows that the wage share of the
high-skilled group has steadily increased in
Japan. In fact, this upward trend can be observed
even before the start of the IT revolution in the
mid-1990s, which is consistent with Sakurai
(2001). Moreover, the trend does not appear to
have been dramatically affected by the ICT revo-
lution, with the increase in the wage share of

1 In several extant studies (e.g., Chun, 2003; O’Mahony et al., 2008; Michaels et al., 2014), the time-specific effect is employed
to account for the level of the relative wage. This empirical strategy is based on a set of assumptions, namely, that (i) labor is
mobile across industries, (ii) labor markets are not locally segmented but nationally unified, and (iii) the relative wage is
correlated with economic activity.
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high-skilled continuing at more or less the same
pace. The upward trend in the wage share of
high-skilled workers throughout the entire
period also reflects demographic developments.
As Japanese firms tend to pay higher wages to
older generations, the increase in the wage share
of older workers in the skilled group leads to the
increase in the wage share of the skilled group as
a whole. The wage shares of the high-skilled
group in manufacturing industries are relatively
higher than those in nonmanufacturing indus-
tries. The table also shows that the wage share
of high-skilled group is higher in the
manufacturing sector than the nonmanufac-
turing sector.

In Korea, the employment and wage shares of
different groups change over time, and therefore,
we have followed the EU KLEMS method of la-
bor decomposition by gender (male and female),
by age (below 30 group, 30e49 years old group,
and 50 and above group), and by education level
(below middle-school graduates, high-school

graduates, and college graduates), compiling a
total of 18 cohorts’ data. At the stage of esti-
mating wage share equations, O’Mahony et al.
(2008) use further breakdowns in intermediate
skill group into associate, some college and
high-school subgroups, but since we do not
have subgroup data, we have used age groups
(15e29, 30e49, and 50 and over) as subgroups
instead of skill subgroups.

Table 13.2 presents the results for Korea for
the period 1970e2015. The table shows that the
wage share of high-skilled labor has increased
substantially from 40.7% in 1970 to 68.7% in
2015 in all industries, from 14.4% to 50.5%
in manufacturing, and from 47.4% to 75.5% in
nonmanufacturing. By 2015, the share of low-
skilled labor had fallen to less than 5%. This
might reflect an overestimation bias in esti-
mating skill level by education index only
because by and large college education has
been vastly expanded in Korea during the period
of 1970e2015.

TABLE 13.2 Wage shares by skill category: Korea.

1970 1980 1990 2000 2010 2015

All

High-skilled 40.7% 38.0% 41.6% 51.3% 66.8% 68.7%

Middle-skilled 25.4% 34.1% 40.0% 38.1% 29.4% 28.5%

Low-skilled 33.7% 27.7% 18.3% 10.5% 3.8% 2.8%

Manufacturing

High-skilled 14.4% 18.9% 23.9% 30.7% 46.1% 50.5%

Middle-skilled 27.1% 37.1% 49.0% 52.5% 48.2% 46.0%

Low-skilled 58.4% 43.8% 26.9% 16.8% 5.7% 3.5%

Nonmanufacturing

High-skilled 47.4% 45.9% 49.1% 58.9% 74.3% 75.5%

Middle-skilled 25.0% 32.8% 36.2% 32.9% 22.7% 22.0%

Low-skilled 27.4% 21.1% 14.6% 8.2% 3.1% 2.5%

Note: High skilled: college graduates. Middle skilled: high-school
graduates, vocational school and junior college graduates. Low
skilled: middle-school or elementary school graduates.

TABLE 13.1 Wage shares by skill category: Japan.

1970 1980 1990 2000 2010 2015

All

High-skilled 13.1% 20.3% 26.9% 31.0% 36.9% 38.6%

Middle-skilled 45.9% 51.5% 56.6% 61.4% 60.0% 59.3%

Low-skilled 41.0% 28.2% 16.5% 7.7% 3.2% 2.1%

Manufacturing

High-skilled 10.2% 14.7% 19.0% 23.0% 30.0% 31.0%

Middle-skilled 36.1% 43.4% 54.8% 63.6% 64.9% 66.1%

Low-skilled 53.7% 41.9% 26.2% 13.4% 5.1% 2.9%

Nonmanufacturing

High-skilled 14.2% 22.0% 29.2% 33.2% 38.6% 40.4%

Middle-skilled 49.5% 54.0% 57.2% 60.7% 58.7% 57.7%

Low-skilled 36.3% 23.9% 13.6% 6.1% 2.7% 1.9%

Note: High skilled: college graduates. Middle skilled: high-school
graduates, vocational school and junior college graduates. Low
skilled: middle-school graduates.
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13.3.1.2 Capital stock

Following O’Mahony et al. (2008), we mea-
sure output as real value added and decompose
the real capital stock into ICT components
(computers, software, and communications)
and non-ICT components (structures, non-ICT
equipment, and vehicles) in line with the defini-
tions in EU KLEMS (2007). For Japan, we
construct the capital stock series from 1995 to
2015 based on the System of National Accounts
(SNA), because the Japanese SNA (JSNA) has
published ICT capital stock (information and
communication equipment and software) since
2016. However, the JSNA consists of 29 indus-
tries. Subsequently, we harmonize the JSNA
data with our industry classification by using
JIP, because the industry classification of the
JIP database is more sophisticated.2 As the
JSNA does not provide ICT data before 1994,
we use the capital stock data in the EU KLEMS
database released in November 2009 to estimate
ICT data for the period 1979e2000.

For Korea, we estimate the capital stock of
each type of asset based on the modified perpet-
ual inventory method using the estimates by the
National Wealth Survey (NWS) for 1968 as the
initial value and the three subsequent NWS esti-
mates for 1977, 1987, and 1997 as benchmark es-
timates. We assume lower geometric
depreciation rates than EU KLEMS (2007)
following Korea Productivity Center (2017) in
order to avoid the underestimation of produc-
tive service flows of ICT assets.3 The adoption
of geometric depreciation rates makes ageeprice
profile converge with ageeefficiency profile, and
therefore, productive stock becomes consistent
with net stock as outlined in OECD (2009). Using
geometric depreciation rates means that the
ageeprice profile of assets is closer to their agee
efficiency profile, so that the productive stock of
assets is consistent with the net stock.

Figs. 13.1 and 13.2 show developments in the
capital/output ratio and the share of ICT capital
stock in the total capital stock in Japan. The
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FIGURE 13.1 Capitaleoutput (K/Y) ratio: Japan.

2 We do not use the JIP data because its database covers the period from 1970 to 2012. When we split an industry in the JSNA
into multiple industries from 2013 to 2015 by using the share of capital in the JIP database, we use the average share in the JIP
database from 2010 to 2012.
3 Specifically, we assume a depreciation rate of 9.2% (vis-�a-vis the 31.5% assume in EU KLEMS (2007) for computer
equipment, 9.2% (vis-�a-vis 11.5%) for communication equipment, and 24.7% (vis-�a-vis 31.5%) for software.
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capital/output ratio gradually increased in the
1990s before moving sideways in the 2000s.
The spike in 2009 was due to the sharp decline
in output during the Global Financial Crisis. It
then gradually declined in the 2010s as Japanese
firms restrained capital investment. Turning to
the share of ICT capital in the total capital stock,
this has steadily increased throughout the obser-
vation period. However, the share remains very
low, reflecting the high rate of depreciation of
ICT capital compared to other types of capital.
Nevertheless, the rising trend implies that

Japanese firms have responded to the IT revolu-
tion by increasing their investment in
technology.

Figs. 13.3 and 13.4 show developments in the
capital/output ratio and the share of ICT capital
stock in the total capital stock in Korea. The cap-
ital/output ratio increased gradually in the
1990s and continued to rise in the 2000s, which
differs from the trend in Japan. The capital/
output ratio of the nonmanufacturing sector is
higher than that of the manufacturing sector.
However, the share of ICT capital in total capital
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FIGURE 13.2 Intensity of information and communications technology (ICT) components in total capital (ICT/K) ratio:
Japan.
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FIGURE 13.3 Capitaleoutput (K/Y) ratio: Korea.
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is higher in manufacturing than in nonmanufac-
turing, as observed in the data for Japan. How-
ever, the difference between the shares in
Korea is much larger than in Japan.

13.3.2 Estimation results of the wage
share equations

13.3.2.1 Estimation results for Japan

Table 13.3 shows the estimation results of the
wage share equations for Japan for the period
1979e2000. First, we use ordinary least squares
(OLS) for the estimation. We also use fixed ef-
fects (FE) in order to control heterogeneity
among industries.4 The OLS for all industries
show that capital and labor are complementary
in the case of middle- and low-skilled workers.
On the other hand, in nonmanufacturing indus-
tries, capital and labor are substitutes in the
case of low-skilled workers. For manufacturing
industries, we find that capital and labor are sub-
stitutes in the case of high-skilled workers but
complements in the case of low-skilled workers.
Next, the coefficients on the intensity of ICT
components in total capital (ICT/K) ratio for all

industries are positive and significant for mid-
dle- and low-skilled workers, which indicates
that ICT and middle- and low-skilled labor are
complement to each other. This finding is the
main difference between our results and O’Mah-
ony et al.’s (2008) as shown in Table 13.7. For
nonmanufacturing industries, we find that ICT
and high- and low-skilled workers are substi-
tutes. Unfortunately, our estimation results in
this period are not consistent with hypothesis
induced from the model. We think that the tech-
nological progress in this period is different from
the current ICT technologies. Koike (1991)
pointed out that the advanced technologies are
factory or establishment based. Our estimation
results show that these technologies are sup-
ported by middle-skilled or low-skilled labors
in the factories or establishments.

The lower part of Table 13.3 shows the results
of the FE estimates. For all industries, we
find that capital and high-skilled workers are
substitutes, while capital and middle- and low-
skilled workers are complements. Next, the
results for the ICT/K ratio indicate that this
has a positive impact on the wage share of
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FIGURE 13.4 Intensity of information and communications technology (ICT) components in total capital (ICT/K) ratio:
Korea.

4 We assume here that technology is exogenous.
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high-skilled workers in all industries and the
wage share of high- and low-skilled workers in
nonmanufacturing industries. This result is
similar to Sakurai (2001). Sakurai (2001) exam-
ines the effects of skill-biased technical change
on the wage structure using Japanese industry-
level data. From cross-sectional regressions of
the wage share equation developed by Berman
et al. (1994), he shows that computer investment
contributed to the increase in the wage share of
nonproduction workers in all industries.

Table 13.4 shows the estimation results of the
wage share equations for Japan for the period
1995e2015. Although the results are diverse in
both OLS and FE estimates, the coefficients on
the K/Y ratio of low-skilled workers are nega-
tive and significant in all estimates. This may

show that capital and low-skilled labor are sub-
stitutes (i.e., low-skilled workers are replaced
by automation). Looking at the link between
ICT and labor by skill category, we find that
the coefficients are negative and significant for
middle-skilled workers, and that the coefficient
is particularly large in the case of nonmanufac-
turing industries. This implies that there is a
negative correlation between the level of
installed ICT capital and the labor cost share of
middle-skilled workers. On the other hand, cap-
ital and labor are complementary in the case of
high-skilled workers. In manufacturing indus-
tries, the ICT/K ratio has a negative impact on
the wage share of low-skilled workers, which
implies low-skilled workers are replaced by
ICT investment.

TABLE 13.3 Estimation of wage share equations for Japan, 1979e2000.

All industries Manufacturing Nonmanufacturing

High Middle Low High Middle Low High Middle Low

OLS

K/Y 0.000 0.009** 0.192*** K/Y �0.007*** 0.001 0.682*** K/Y �0.007 0.015*** �0.017***

(0.004) (0.004) (0.021) (0.005) (0.002) (0.046) (0.007) (0.005) (0.006)

ICT/K 0.000 0.025*** 0.026* ICT/K 0.030 �0.002 �0.009 ICT/K �0.010** 0.035*** �0.022***

(0.003) (0.003) (0.015) (0.004) (0.002) (0.036) (0.005) (0.004) (0.004)

Year
dummies

Yes Yes Yes Year
dummies

Yes Yes Yes Year
dummies

Yes Yes Yes

R2 0.0873 0.2318 0.1544 R2 0.3285 0.7735 0.4463 R2 0.0741 0.2174 0.2511

Obs. 815 815 815 obs. 397 397 397 obs. 418 418 418

Fixed effect

K/Y �0.010*** 0.008** 0.784*** K/Y �0.008*** 0.015*** 1.039*** K/Y �0.019*** 0.027*** 0.065***

(0.001) (0.003) (0.038) (0.001) (0.003) (0.062) (0.003) (0.007) (0.007)

ICT/K 0.006*** �0.006 0.043 ICT/K �0.012*** 0.017*** �0.069 ICT/K 0.013*** �0.020*** 0.045***

(0.002) (0.005) (0.056) (0.002) (0.006) (0.136) (0.003) (0.006) (0.006)

Year
dummies

Yes Yes Yes Year
dummies

Yes Yes Yes Year
dummies

Yes Yes Yes

Obs. 815 815 815 obs. 397 397 397 obs. 418 418 418
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Summarizing our results for Japan, we find a
polarization in favor of high and low skills and
against medium skills in nonmanufacturing in-
dustries after 1995. The demand for labor with
middle-skills has been decreasing in nonmanu-
facturing industries. Further, from the results af-
ter 1995, we also find a demand shift from
unskilled to skilled workers caused by the skill-
biased technical change associated with the
introduction of ICT capital in manufacturing
industries.

13.3.2.2 Estimation results for Korea

The estimation results for Korea are shown in
Tables 13.5 and 13.6. Table 13.5 presents the re-
sults of estimating wage share equations for the
period 1979e2000 in order to allow comparisons

with O’Mahony et al. (2008). First, the effect of
higher capitaleoutput ratio (K/Y) shows an
insignificant almost zero effect on the wage share
of higher skilled labor, implying that there exists
neither substitutability nor complementarity ef-
fect. However, it shows a statistically significant
substitutability effect on the medium-aged sub-
group (30e49) of the medium-skilled group,
implying that in this subgroup, a higher capitale
output ratio has produced a negative effect on
their wage share. On the other hand, the higher
capitaleoutput ratio has produced a positive
substitutability effect on the wage share of un-
skilled labor, as in the case of the United States
and the United Kingdom in O’Mahony et al.
(2008) as shown in Table 13.7. The effect of the in-
crease in the ICT/K has produced a significant

TABLE 13.4 Estimation of wage share equations for Japan, 1995e2015.

All industries Manufacturing Nonmanufacturing

High Middle Low High Middle Low High Middle Low

OLS

K/Y 0.044*** �0.035*** �0.009*** K/Y 0.018** �0.010 �0.009** K/Y 0.090*** �0.068*** �0.022

(0.006) (0.005) (0.002) (0.009) (0.007) (0.003) (0.010) (0.009) (0.004)

ICT/K 0.071*** �0.047*** �0.024*** ICT/K 0.045*** �0.030*** �0.016*** ICT/K 0.110*** �0.075*** �0.035

(0.004) (0.004) (0.002) (0.004) (0.003) (0.002) (0.008) (0.007) (0.003)

Year
dummies

Yes Yes Yes Year
dummies

Yes Yes Yes Year
dummies

Yes Yes Yes

R2 0.2969 0.1731 0.4564 R2 0.3439 0.1815 0.6909 R2 0.3844 0.2514 0.4153

Obs. 798 798 798 obs. 399 399 399 obs. 399 399 399

Fixed effect

K/Y �0.036*** 0.060*** �0.023*** K/Y �0.048*** 0.062*** �0.014*** K/Y �0.005 0.059*** �0.054

(0.005) (0.006) (0.004) (0.007) (0.008) (0.004) (0.007) (0.012) (0.007)

ICT/K 0.003 �0.007 0.004 ICT/K �0.005 0.015 �0.010** ICT/K 0.012** �0.032*** 0.019

(0.004) (0.006) (0.004) (0.010) (0.011) (0.005) (0.005) (0.008) (0.005)

Year
dummies

Yes Yes Yes Year
dummies

Yes Yes Yes Year
dummies

Yes Yes Yes

Obs. 798 798 798 obs. 399 399 399 obs. 399 399 399
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positive effect on higher skilled wages, implying
capital-skill complementarity, as observed in
O’Mahony et al. (2008). However, it has pro-
duced an insignificant negative effect on lower
skilled wages, implying that the higher ICT cap-
ital intensity has produced a substitution effect
on low-skilled group workers. It is interesting
to note that its effect on the medium-skilled
group is significantly negative, suggesting that
it has produced a substitution effect on
medium-skill group 3 (50 and over). O’Mahony
et al. (2008) also report mixed effects of ICT cap-
ital intensity on the wage shares of the
intermediate-skilled groups in the estimates of

the United States and France as shown in
Table 13.7.

Table 13.6 reports the estimation results of the
wage share equations for the period 1995e2015,
which includes the period from 1995 to 99, when
investment in ICT boomed period, the downturn
in ICT investments from 2000 to 03, and the
Global Financial Crisis of 2007e08. The effect
of higher capitaleoutput ratio (K/Y) has pro-
duced a negative dampening effect on the
wage share of the high-skilled group, which con-
tradicts the finding of O’Mahony et al. (2008),
but a significant positive effect on the wage
shares of the low-skilled group, which is

TABLE 13.6 Estimation of wage share equations for Korea, 1995e2015.

High

Mid1 Mid2 Mid3

Low(15e29 years) (30e49 years) (50 over)

K/Y �0.003*** 0.002*** 0 0 0.001**

(�0.001) (0.000) (0.000) (0.000) (0.000)

ICT/K 0.03 �0.061*** 0.061*** 0.044*** �0.074***

(�0.023) (�0.011) (�0.017) (�0.012) (�0.017)

Year dummies Yes Yes Yes Yes Yes

R2 0.81 0.85 0.41 0.69 0.75

Obs. 798 798 798 798 798

TABLE 13.5 Estimation of wage share equations for Korea, 1979e2000.

High

Mid1 Mid2 Mid3

Low(15e29 years) (30e49 years) (50 years and over)

K/Y 0.000 0.000 �0.004*** 0.000 0.003

(�0.001) (0.000) (�0.001) (0.000) (�0.001)

ICT/K 0.151*** �0.017 0.015 �0.035*** �0.113

(�0.054) (�0.023) (�0.038) (�0.009) (�0.061)

Year dummies Yes Yes Yes Yes Yes

R2 0.52 0.59 0.54 0.48 0.65

Obs. 836 836 836 836 836
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TABLE 13.7 Japan results, Korea results, and O’Mahony et al. (2008) results.

(1) (2) (3)

Japan Korea United States (O’Mahony et al., 2008)

High Middle Low High

Mid1 Mid2 Mid3

Low High

Intermediate

Unskilled
(15e29
years)

(30e49
years)

(50 years
and over) Associate

Some
college

High
school

K/Y �0.010*** 0.008** 0.784*** K/Y 0.000 0.000 �0.004*** 0.000 0.003 K/Y 0.089* �0.013* �0.000 �0.113* 0.037*

(0.001) (0.003) (0.038) (�0.001) (0.000) (�0.001) (0.000) (�0.001) (�0.006) (�0.001) (�0.004) (�0.006) (�0.003)

ICT/K 0.006*** �0.006 0.043 ICT/K 0.151*** �0.017 0.015 �0.035*** �0.113 ICT/K 0.013* 0.006* 0.008* �0.004* �0.023*

(0.002) (0.005) (0.056) (�0.054) (�0.023) (�0.038) (�0.009) (�0.061) (�0.001) (0.000) (�0.001) (�0.002) (�0.001)

United Kingdom (O’Mahony et al., 2008)

High Intermediate Unskilled

NVQ4 NVQ3 NVQ1-2

K/Y 0.040* �0.007* �0.049* �0.059* 0.076*

(�0.007) (�0.003) (�0.009) (�0.007) (�0.011)

ICT/K 0.015* 0.008* 0.021* 0.008* �0.052*

(�0.002) (�0.001) (�0.003) (�0.002) (�0.003)

France (O’Mahony et al., 2008)

High Intermediate Unskilled

BC2 BC Vocs Geds

K/Y 0.048* 0.052* �0.023* �0.051* �0.013* �0.012*

(�0.004) (�0.004) (�0.004) (�0.005) (�0.003) �0.006

ICT/K 0.002 0.034* �0.005 0.037* �0.003 �0.066*

(�0.004) (�0.003) (�0.004) (�0.004) (�0.002) �0.005

Note: Column (1) shows the FE results for Japan for the period 1979e2000, shown in Table 13.3. Column (2) shows the OLS results for Korea for period 1979e2000, shown in Table 13.5. Column (3)
shows Table 2 in O’Mahony et al. (2008).



consistent with O’Mahony et al. (2008) as shown
in Table 13.7. On the other hand, the effect of
higher ICT intensity has produced an insignifi-
cant positive effect on higher skilled wages,
implying a weak technology-skill complemen-
tarity, and a significant negative effect on the
low-skilled group’s wage shares, implying a
strong technology-skill substitutability. Howev-
er, its effect on the intermediate-skilled groups’
wage shares are mixed, with a positive effect
on medium-skilled group 2 (30e49 years) and
group 3 (50 and over) but a negative effect on
medium-skilled group 1 (15e29 years). There-
fore, our estimates of the effect of the ICT inten-
sity on wage shares are in general consistent
with O’Mahony et al. (2008), in the sense that
we find both capital-skill complementarity and
technology-skill substitutability in lower skilled
groups’ wage shares in the Korean economy
during the later period of 1995e2015.

13.4 Conclusion

In this chapter, we attempted to provide
further evidence on the conflicting views on the
effect of ICT investment on employment. The
empirical results of the fixed effect estimates
for Japan indicate that capital and high-skilled
workers are substitutes, while capital and mid-
dle- and low-skilled workers are complements.
The accumulation of capital increased the de-
mand for middle and low-skilled labor in the
period 1979e2000 in Japan.

The ICT/K ratio has a positive impact on the
wage share of high-skilled workers in all indus-
tries and the wage share of high and low-
skilled workers in manufacturing industries.
The effect of higher capitaleoutput ratio (K/Y)
has produced a negative dampening effect on
the wage share of the high-skilled group, which
contradicts the finding of O’Mahony et al. (2008),
but a significant positive effect on the wage
shares of the low-skilled group, which is consis-
tent with O’Mahony et al. (2008).

As for the relationship between technology
(ICT) and skill in Japan, we find that the coeffi-
cients of middle-skilled workers are negative
and significant, especially in nonmanufacturing
industries in Japan. This implies that there is a
negative correlation between the level of
installed ICT capital and the labor cost share
for middle-skilled workers. Our estimates of
the effect of the ICT intensity on wage shares
are in general consistent with O’Mahony et al.
(2008), in the sense that we find both capital-
skill complementarity and technology-skill sub-
stitutability in lower skilled groups’wage shares
in the Korean economy during the later period of
1995e2015.

The empirical results for Korea show a statis-
tically significant substitutability effect of higher
capitaleoutput ratio on the wage share of
medium-aged subgroup (30e49) of the
medium-skilled group, implying that in this sub-
group, a higher capitaleoutput ratio has pro-
duced a negative effect on their wage share. On
the other hand, the higher capitaleoutput ratio
has produced a positive substitutability effect
on the wage share of unskilled labor, as in the
case of the United States and the United
Kingdom in O’Mahony et al. (2008). The effect
of the increase in the ICT/K has produced a sig-
nificant positive effect on higher skilled wages,
implying capital-skill complementarity, as
observed in O’Mahony et al. (2008). However,
it has produced an insignificant negative effect
on lower skilled wages, implying that the higher
ICT capital intensity has produced a substitut-
ability effect on low-skilled group workers. On
the other hand, it is interesting to note that its ef-
fect on the medium-skilled group is significantly
negative, suggesting that it has produced a sub-
stitutability effect on medium-skill group 3 (50
and over). O’Mahony et al. (2008) also report
mixed effects in the intermediate-skilled groups
in the estimates of the United States and France.

For the period 1995e2015 in Korea, which in-
cludes a high ICT boom period (1995e99), a
downturn in ICT investments from 2000 to 03,
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and the Global Financial Crisis of 2007e08, the
effect of higher capitaleoutput ratio (K/Y) has
produced a negative dampening effect on the
wage share of the high-skilled group. It contra-
dicts with the finding of O’Mahony et al.
(2008), but a significant positive effect on the
wage shares of the low-skilled group, which is
consistent with O’Mahony et al. (2008). On the
other hand, the effect of higher ICT intensity
has produced an insignificant positive effect on
higher skilled wages, implying technology-skill
complementarity, and a significant negative ef-
fect on the low-skilled group’s wage shares,
implying technology-skill substitutability. How-
ever, its effect on the intermediate-skilled
groups’wage shares is mixed, with a positive ef-
fect on medium-skilled group 2 (30e49 years)
and group 3 (50 and over) but a negative effect
on medium-skilled group 1 (15e29 years).
Therefore, our estimates of the effect of the ICT
intensity on wage shares in Korea are in general
consistent with O’Mahony et al. (2008), in the
sense that we find capital-skill complementarity
and technology-skill substitutability in the
Korean economy during the later period of
1995e2015.

Appendix: industry classification

Code Industry

1 Agriculture, forestry, and fishing

2 Mining and quarrying

3 Food, beverages, and tobacco products

4 Textile and leather products

5 Wood and paper products, printing and
reproduction of recorded media

6 Petroleum and coal products

7 Chemicals and chemical products

8 Pharmaceutical products

9 Rubber and plastics product

10 Nonmetallic mineral products

11 Basic metal products

12 Fabricated metal products

13 Electronic components

14 Computers and peripheral equipment

15 Communication equipment

16 Precision instruments

17 Electrical equipment

18 Machinery and equipment

19 Motor vehicles, trailers, and semitrailers

20 Other transport equipment

21 Other manufactured products and outsourcing

22 Electricity, gas, and water supply

23 Water supply, waste management, and
remediation activities

24 Construction

25 Wholesale and retail trade

26 Transportation and storage

27 Restaurants and hotels

28 Publishing, broadcasting, movies,
information services

29 Telecommunication

30 IT and other information services

31 Finance and insurance

32 Real estate and leasing

33 Professional, scientific, and technical services

34 Business support services

35 Public administration and defense

36 Education

37 Health and social work

38 Cultural and other services
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14.1 Introduction

Knowledge economy is the term applied to
describe an economy where a considerable share
of production is based on accumulated knowl-
edge. Despite this term being frequently used,
there is no metric that accurately measures
how much economic value stems from knowl-
edge. The most widely used approach classifies
productive activities into several categories ac-
cording to technological intensity, usually on
the basis of R&D expenditure or high-skilled
labor.1 Calculations are then made on the per-
centage that these activities represent in total
employment or production.

It is clear that knowledge is generated and
disseminated by educated and intelligent indi-
viduals. However, it is not only our discoveries
of today that matter but the knowledge accumu-
lated by humanity over time. Thus, when

measuring the weight of knowledge in the pro-
duction of goods or services, we should concen-
trate not only on current discoveries but on all
human capital used in the process, both directly
and indirectly, i.e., including that which has been
incorporated into capital goods and intermediate
products.

There are three important limitations
regarding conventional measures of knowledge
intensity. The first is that it focuses on the current
creation of knowledge rather than how the pro-
ductive system uses it, which is crucial to
analyzing certain problems. The second is that
it uses classifications of knowledge intensity in
activities based on a single factor: R&D expendi-
ture in the case of manufacturing, and human
capital with higher education in services indus-
tries. Knowledge, however, is incorporated into
production through various channels: qualified
labor in general, some capital assets, and

1 See, for example, the definition of KIS (Knowledge Intensive Services) and HTech (High TechnologyManufacturing)
or KIA classification (Knowledge Intensive Activities), which are used by Eurostat (2013). OECD (2015) uses these
classifications as well. See also Tradecan (Trade Competitive Analysis of Nations) methodology, which was devel-
oped in 1990 by the Economic Commission for Latin America and the Caribbean (ECLAC).
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intermediate inputs. The weight that each of
these carries in industries is different, and, there-
fore, classifying activities based on a single crite-
rion could bias the results. The third major
limitation is that the incorporation of knowledge
varies from one country to another within the
same industry. The reality is that knowledge is
(more or less) present in all industries and not
only in those defined as high or medium technol-
ogy in the usual classifications, which in turn
have different degrees of knowledge intensity
by country.

Other studies examine theknowledgeeconomy
through a set of indicators which includes several
profiles of the presence of knowledge in produc-
tive activities. In some cases, synthetic indices of
the development of knowledgedboth in the eco-
nomic system and societydare elaborated,
includingmultiplevariableswhichare aggregated
according to statistical criteria or ad hoc weights.
However, many of these indices are usually par-
tial2 and have an ambiguous meaning, given
that they are not derived from a metric based
on clear definitions and evaluation criteria, nor
on a precise structure of relationships between
variables. In this sense, business accounting and
the system of national accounts have advantages
for the aggregation, which is based on the relative
prices of goods or factors.

This chapter explores whether it is possible to
assess the intensity with which knowledge is
useddnot its generation or creationdwithin
economies by means of a methodology that is in-
tegrated into the conceptual schema, measure-
ment criteria, and information systems of

national accounts. To answer this question, we
can take two different approaches: the develop-
ment of knowledge satellite accounts, and the
development of knowledge accounting.

Regarding the first option, the complexity and
data requirements of satellite accounts are
considerable, given that they aspire to build an
integrated system that quantifies all dimensions
and elements present in the dynamics of a
knowledge-based economy. Because of that,
although some official statistics institutes have
taken preliminary steps in developing such
knowledge satellite accounts,3 they are not avail-
able for the majority of countries.

The second alternative takes advantage of the
important theoretical and empirical advances
achieved in the measurement of physical and hu-
man capital.4 We have chosen to go in this direc-
tion, proposing to measure the weight of
knowledge in GDP by calculating the market
value of a set of knowledge-based inputs which
are incorporated in the production processes.
The idea is to assess the contribution of these
knowledge-based inputs to the GDP generation
and obtain a measure of what we have called
knowledge-based GDP. The cornerstone of this
approach is the analytical structure of growth ac-
counting, which allows us to differentiate the
value of various types of physical and human
capital service inputs and their contribution to
GDP growth. This methodology was initially
proposed by P�erez and Benages (2012) and
applied to all the European countries included
in the EU KLEMS database. Maudos et al.
(2017) updated and expanded this methodology

2 Some examples are the KEI and KAM indicators published by the World Bank (see Chen and Dahlman (2006) and
World Bank (2008a, 2008b) for more details) or the Digital Economy and Society Index (DESI) developed by the
European Commission (see more details at: https://ec.europa.eu/digital-single-market/en/desi). All of them take
into account different economic and social dimensions to measure the development of the knowledge economy, but
exclude some important areas, such as physical capital endowments, institutional characteristics of the labor markets,
etc., which may be relevant.
3 See de Haan and van Rooijen-Horsten (2003) and van Rooijen-Horsten et al. (2008).
4 See Jorgenson et al. (1987).
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applying it to the Spanish regions for which
KLEMS-type data are available. And Mas et al.
(2019) revised and extended it to a set of four
Latin-American countries.

The proposed methodology, described in
detail in the next section, can be applied today
to those economies whose national accounts sys-
tems offer industry data on various types of
labor and capital services and their correspond-
ing compensation. Databases that allow these es-
timates to be carried out have been created and
harmonized by projects developed within the
framework of WORLD KLEMS, devoted to
examining productivity and sources of economic
growth.5 In our case, we will make use of two
recently released databases. The first is LA
KLEMS (http://laklems.net/), containing infor-
mation for four Latin-American countries: Brazil,
Chile, Colombia, and Mexico. From the recently
updated version of EU KLEMS (http://euklems.
net/) we take the information for the big five EU
countries: France, Germany, Italy, Spain, and the
United Kingdom. The information for the United
States and Canada stems mainly from the USA
KLEMS and Canada KLEMS databases (both
available at http://www.worldklems.net/data.
htm), although information from BLS (Bureau
of Labor Statistics), BEA (Bureau of Economic
Analysis), and Statistics Canada is also used to
update and supplement these two databases,
when necessary.

There are many questions we are interested in
answering in this study. Is the value added
generated by the factors of production incorpo-
rating knowledge high enough to speak of
knowledge economies? What differences can we
observe in the weight of knowledge among in-
dustries and among countries? What is the
time evolution of knowledge intensity by indus-

try and by economy? Do activities and countries
converge in knowledge intensity?

To address these issues, the chapter is struc-
tured as follows. Section 14.2 explores the meth-
odological approach adopted in the context of
related economic literature, while Section 14.3 re-
vises the statistical data, their sources, and
coverage. Section 14.4 presents the results at
the aggregate level, whereas Section 14.5 pre-
sents them for the nine industries for which in-
formation is available. Finally, Section 14.6 sets
out the main conclusions.

14.2 Calculating knowledge intensity:
methodological approach

The most widely used approach for
measuring knowledge intensity in economies is
based on classifying manufacturing industries
according to technology intensitydmeasured
by the weight of R&D expenditure in relation
to GDPdand services industries according to
the use of human capitaldmeasured by the per-
centage of staff with higher education.6 The first
one, the weight of R&D, responds better to the
objective of analyzing the intensity in which
knowledge is created rather than how much
knowledge is used. In fact, the classification of
manufacturing according to technological inten-
sity was conceived for another purpose: to assess
the origin of exogenous technological progress
and its role in growth and competitiveness. The
focus on R&D activities is justified since
technology-intensive companies and industries
show a high innovative and commercial dyna-
mism and are especially productive.7

It is clear that R&D activities play a key role in
generating knowledge. This knowledge is incor-

5 See http://www.worldklems.net/.
6 See Eurostat (2013) and OECD (2015).
7 See Hatzichoronoglou (1997)
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porated in the capital assets used in the produc-
tion process. Machinery and other capital goods
are the key vehicles for the use of knowledge.
These capital goods are previously produced
incorporating the knowledge used in their own
production process and are almost always inten-
sive in human capital and in the use of other ma-
chinery. The same can be said of some
intermediate products, although the degree in
which they incorporate knowledge varies to a
greater extent than in the case of machinery.

Since our objective is to measure the weight of
knowledge used in current production, we
should not concentrate solely on the discoveries
of today but rather on all the knowledge accu-
mulated in capital assets throughout time. It is
not a question of measuring knowledge but rather
which part of the economic value of production
remunerates the knowledge accumulated in the
used inputs.

The refinement provided by the concept of
productive capital offers a greater precision for
measuring capital services and allows us to
approximate the accounting of knowledge incor-
porated in the capital stock. Other analytical and
statistical improvements in the methodology for
measuring assets and their productive services
are a consequence of a greater accuracy in aggre-
gation procedures, using Tornqvist indices.8 On
account of these developments, an improved
analysis is now available using sources of
growth as well as key variables to estimate the
value of production of assets incorporating
knowledge. Developments currently underway

extend the capital assets to take into account
the contribution of intangible assets, many of
which are also the result of knowledge accumu-
lated by companies and their organizations.9 A
more accurate measurement of physical and hu-
man capital services better assesses the knowl-
edge incorporated in the factors and reduces
the weight of the Solow residual.10 These ad-
vances in growth accounting illustrate that,
when the contributions of productive factors
are measured more precisely, incorporated
knowledge is more relevant than total factor pro-
ductivity when explaining improvements in la-
bor productivity.11

The methodological and statistical framework
of advanced versions of growth accounting offers
an appropriate scheme to build an accounting of
the use of knowledge in production.We can consider
that knowledge is incorporated into production
through the use of different kinds of labor, capi-
tal, and intermediate inputs. However, to
simplify the presentation of the methodology,
and relate it to subsequent empirical findings,
we only show the case in which the measure-
ment of the product is gross domestic product
(GDP) or gross value added (GVA), although
the approach will be replicable in similar terms
to the case of total production. Thus, we do not
consider knowledge incorporated into interme-
diate inputs, but only content in primary inputs,
labor, and capital. Taking this into account, to
assess the contribution of productive factors
based on knowledge, first we have to identify
which factors contain knowledge, measure the

8 See Jorgenson et al. (1987) and OECD (2009, 2001).
9 See Corrado et al. (2017, 2013, 2006), Fukao et al. (2007), Hulten (2008), Marrano and Haskel (2006), Marrano et al.
(2007), and Van Ark and Hulten (2007). From our work’s perspective, the services of intangible assets increase the
value added generated but the income they yield could be allocated to the heart of the organizations, both to the
owners of capital and labor. It is because these assets, by their nature, do not have an external market that determines
their price. Therefore, their contribution can be considered to be accounted through the remuneration of other factors.
10 See Solow (1957, 1956).
11 See Aravena et al. (2018), Coremberg and P�erez (2010), Oulton (2016), and P�erez and Benages (2017) on how amore
accurate measurement of productive factors impacts total factor productivity.
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amount used in different activities, and value
their services with appropriate prices.

From this point of view, knowledge intensity
in an industry is defined as the value of the
knowledge services used in relation to the value
of its production. Thus, it can take any value in
the interval [0,1]. Industries are therefore not
classified into categories of greater or lesser in-
tensity, avoiding the discontinuity caused by
thresholds which arbitrarily separate some
groups from others. However, certain arbitrari-
ness is unavoidable when considering which as-
sets include knowledge and which do not.

One possibility is to take a very restrictive
approach and include only ICT capital (on the
asset side) and only workers with the highest
level of tertiary education (on the labor side) as
knowledge-contributing factors. This is the
approach followed in Mas et al. (2019). Here,
however, we will follow P�erez and Benages
(2012), taking a broader view in which
knowledge-based factors are understood to
include not only high-skilled but also medium-
skilled workers (higher and upper secondary
education), and not only ICT but all types of ma-
chinery and equipment. Low-skilled workers
and real estate capital are not considered to
incorporate significant knowledge and so are
excluded.

As already mentioned, the knowledge inten-
sity of an industry can take any value in the in-
terval [0,1]. One of the implications of this is
that, unlike the conventional approach, knowl-
edge intensity in an industry is not constant
over time or among countries. Another implica-
tion is that the knowledge intensity of an econ-
omy is obtained from the knowledge intensity
in each of its industries, as well as from the
weight of value added of each branch of activity
in the aggregate GVA.

Assuming that there are m types of labor and
n types of capital and some of these provide
knowledge services and others do not, let Lij be
the amount of labor of type i used in sector j;
Khj the amount of capital of type h used in the

same sector j; PL
ij is the unitary wage paid for

the labor of type i in sector j; and PK
hj is the user

cost of type h capital in sector j. Defining the
value added in real terms produced by sector j
as Vj and being PV

j its price, the value added of
sector j in nominal terms (VjPV

j , to simplify the
notation, Yj) is distributed between the different
inputs included in the production process so
that,

Yj ¼ VjP
V
j ¼

Xm
i¼ 1

Lij � PL
ij þ

Xn
h¼ 1

Khj � PK
hj (14.1)

Let us assume that the price of the amount
used for each type of labor depends on its pro-
ductivity, and that the basis for differences in
productivity is the human capital that each
type contains. Under these hypotheses, wages
can approximate the economic value of the
amount of knowledge per unit of each type of la-
bor. According to this criterion, we can consider
that the type of labor that offers a lower wage
(for workers with lower education levels) does
not incorporate knowledge. While the other
types of labor do incorporate knowledge, though
at different rates according to the number of
years or level of education. If we generalize to
allow f type of low-skilled labor, the value of la-
bor is decomposed into two parts, the second of
which measures the value of human capital
services:

Xm
i¼ 1

Lij � PLij ¼
Xf
i¼ 1

Lij � PL
ij þ

Xm
i¼ fþ1

Lij � PL
ij (14.2)

Thus, the value of knowledge incorporated
through labor (knowledge-intensive labor, KIL)
would be given by:

KILj ¼
Xm

i¼ fþ1

Lij � PLij (14.3)

The unit value of productive services
providing different kinds of labor that incorpo-
rate knowledge is not the same. For example,
the production services of workers with higher
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education are more intensive in knowledge than
in the case of workers with upper secondary ed-
ucation. By multiplying the amount of each type
of labor by its wages, knowledge intensity can be
accurately calculated when the wages are a
reflection of this intensity. This criterion implies
that the value of knowledge that qualified
workers have does not depend on education
per se but rather on their experience and how
it is used by the productive system in general,
which is reflected in their wages.

In terms of capital, we assume that the pro-
ductivity of each asset is reflected in its user
cost, which is taken into account in the calcula-
tion of the productive capital. The differences
in the user cost have become more relevant due
to the growing importance of ICT investment,
which was a key driving force behind the disag-
gregation of assets and the distinction between
net and productive capital.12

The capital user cost has three components:
the financial opportunity cost or rate of return,
the depreciation rate resulting from the service
life of the corresponding asset, and earnings or
losses of capital arising from variations in its
price. In the long-term, i.e., in the absence of
price changes associated with the business cy-
cle,13 the component of the user cost that most
differentiates certain assets from others is the
depreciation rate, which depends on the average
service life of the assets. The service life of ma-
chinery is shorter than housing or infrastructure,
while that of ICT assets is shorter than the major-
ity of machinery and transport equipment. The
materials that make up the assets and, in partic-
ular, the complexity and vulnerability to obsoles-
cence (i.e., the technology incorporated) make
the economic life shorter (and depreciation
faster). Assets that contain more knowledge
tend to have a shorter economic life and a
more intense depreciation, although there can

be exceptions to this rule. In the language of cap-
ital theory, more depreciation means greater
user cost that should be offset by a greater flow
per unit of time of the asset’s productive services,
because otherwise the decision to invest in it
would not be justified.

We assume that the content of knowledge in
assets increases proportionately with its user
cost. We use as a starting point the hypothesis
that assets with a lower user costdproduced
by the construction sectorddo not incorporate
knowledge in a significant way. On the other
hand, we can assume that machinery and equip-
ment do, although with the relative intensity re-
flected by their user cost (e.g., much higher in
ICT assets). As before, a more restrictive view
for capital would consider that only ICT and
intangible assets incorporate knowledge in the
production process.

The value added generated by physical capital
is broken down into two broad categories: those
that do not incorporate knowledge significantly
(g assets) and those that do (n-g assets):

Xn
h¼ 1

Khj � PKhj ¼
Xg
h¼ 1

Khj � PK
hj þ

Xn
h¼ gþ1

Khj � PK
hj

(14.4)

Then, the value of knowledge incorporated
through physical assets (knowledge-intensive capi-
tal, KIK) would be given by:

KIKj ¼
Xn

h¼ gþ1

Khj � PK
hj (14.5)

And the value of knowledge-intensive factors
or value added based on knowledge (knowledge-
intensive value added, YK

j ) of activity j will there-
fore be:

YK
j ¼ KILj þ KIKj (14.6)

12 See OECD (2009, 2001).
13 See Schreyer (2009).
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The relative knowledge intensity of activity j
is defined as

YK
j

.
Yj

¼ ½KILj þ KIKj�=VjPV
j (14.7)

Given the knowledge content of each indus-
try, the knowledge intensity of an economy de-
pends on the weight of the various branches in
the aggregate. If q industries exist, the knowl-
edge intensity of the economy as a whole (Ç) is
defined as,

Ç ¼
Xq
j¼ 1

YK
j

.
Yj

2
4Yj

,Xq
j¼ 1

Yj

3
5 (14.8)

The exercises presented in Sections 14.4 and
14.5 adopt the less restrictive approach to
measuring the knowledge economy presented
in this section. That is, for labor they consider
high- and medium-skilled workers (higher and
upper secondary education) as knowledge-
intensive, and for capital, ICT and machinery
and equipment capital, following the spirit of
the KLEMS project. It would have been inter-
esting to include other intangible assets, besides
software, which are already included in the 2008
System of National Accounts, such as R&D.
However, although two LA KLEMS countries
(Chile and Mexico) have released the required
information, it is not yet included in the LA
KLEMS database, as explained in the next sec-
tion, which describes the data.

14.3 Statistical data: sources and coverage

The estimates of knowledge intensity
following the methodology described previ-
ously and presented in Sections 14.4 and 14.5
are mainly based on data from KLEMS data-
bases: LA KLEMS for the four Latin-American

countries, EU KLEMS for the European coun-
tries, and USA KLEMS and Canada KLEMS
for the North American countries.14 These data-
bases contain information by industry on vari-
ables related to productivity and economic
growth: value added, output, employment
and skills, gross capital formation by assets
and accumulated capital, capital and labor
compensation, etc. At the moment, LA KLEMS
data are available for the period 1990e2015,
whereas the EU KLEMS database covers the
period 1995e2015. Canada and the United
States offer similar time coverage for general
output magnitudes as well, but the coverage
varies depending on the selected variable and
its detail. That is why additional sources have
been used to supplement the data for these
two countries. Taking all this into account, in
this chapter we focus on the period 2000e15,
for which data are available for most of the
countries considered.

Thus, the KLEMS databases offer all the vari-
ables needed to apply the methodology outlined
in Section 14.2: value added, capital compensa-
tion, and labor compensation by educational
attainment level. However, there are particular
problems concerning each variable that need to
be solved before the described methodology
can be applied. Regarding capital compensation,
although previous releases of EU and USA
KLEMS included a disaggregation of capital
compensation by asset, recent releases include
only total compensation by industry. The same
is true of LA KLEMS countries and Canada.
We have therefore had to estimate the capital
compensation for each asset. This estimation
has been made following the KLEMS method
(Timmer et al., 2007) and taking as a basis the in-
formation on GFCF deflators, capital stock, and
depreciation rates included in the KLEMS
databases.

14 For the United States and Canada, it was necessary to use additional data sources (BEA, BLS, Statistics Canada, and
OECD) in order to update and supplement the KLEMS database.
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With regard to labor-related variables, in the
case of EU KLEMS data, we have had to link
up labor input files from different EU KLEMS re-
leases to construct long time series. This has been
done by using data from the most recent release
and extending the series further back in time us-
ing the growth rates from previous releases.
Some problems arise, however, as the labor
input files with detailed industry data are not
fully compatible across EU KLEMS releases.
This is particularly true for the United Kingdom,
where additional adjustments have been
required.

Labor data are classified by educational
attainment, distinguishing between three levels:
high, medium, and low. For our purposes, we
consider that workers with high and medium
education levels contribute knowledge to the
production process, whereas the rest do not. In
the case of physical capital, the LA KLEMS data-
base distinguishes seven capital assets: three ICT
assets and four non-ICT assets (see Table 14.1).
However, the EU, Canada, and USA KLEMS

databases also include two additional intangible
assets (R&D and other intellectual property
products) that were included in National Ac-
counts by ESA 2010 but are not yet included in
the LA KLEMS database.15 To make the data
comparable, these intangible assets have not
been considered when calculating knowledge-
based GVA for the EU and North American
countries; only the assets shown in Table 14.1
are included in the estimation. As stated before,
ICT assets, transport equipment, and other ma-
chinery and equipment are classified as
knowledge-based capital assets, whereas resi-
dential and non-residential structures are
considered to have lower knowledge intensity.

Knowledge-based GVA thus includes the
remuneration of highly and medium-educated
workers, on the one hand, and ICT and machin-
ery and equipment capital on the other.

As explained in Section 14.2, knowledge in-
tensity is measured at the sectoral level. Howev-
er, the industry classification of the EU and USA
KLEMS databases is different from that of the
Canada and LA KLEMS data. While the former
have been updated according to the most recent
industry classifications (ISIC Rev. 4/NACE Rev.
2), the Canada and LA KLEMS databases still
follow previous classifications (based on ISIC
Rev. 3.1/NACE Rev. 1). For that reason,
although greater industry detail is available for
some countries, only nine individual industries
are considered in this chapter, in order to have
a common industry classification for all the
countries analyzed. Table 14.2 shows a list of
these industries.

Table 14.3 provides an overview of the two
sets of variables involved in the methodology
presented in Section 14.2: capital and labor in-
puts classified by capital assets and by types of
labor according to the level of educational
attainment.

TABLE 14.1 Capital assets considered for the esti-
mation of knowledge-based GVA.

KLEMS assets

ICT assets

Software

Computing equipment

Communication equipment

Non-ICT assets

Transport equipment

Machinery and equipment (excluding ICT)

Non-residential structures

Residential structures

Source: Own elaboration.

15 Among LA KLEMS countries, only Chile and Mexico have already incorporated R&D and other intellectual
property products as gross fixed capital formation (GFCF) in their official National Accounts figures.
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Regarding capital input, Table 14.3 shows the
composition of gross fixed capital formation (cap-
ital flows) in the countries considered. Because of
the variability of this variable, the table shows the
average structure for the whole period analyzed
(2000e15). As expected, the share of ICT invest-
ment is lowest in the Latin-American economies,
around 6.5% on average. Among the other coun-
tries, in most the share is more than twice the
Latin-American average. The United States has
the highest share of ICT assets (19%), followed
by France (16.7%), the United Kingdom (16.7%),
and Italy (13.1%).

In all the countries analyzed, residential and
non-residential structures are by far the largest
category of capital assets, reaching a high share
of 72.4% in Colombia, 22 percentage points above
the country with the lowest share, the United
States (50.3%). In general, except for Canada and
Spain, real estate assets are more important in
the Latin-American countries, whereas the Euro-
pean countries and the United States show lower
shares, about 50%e60% of total investment. Ma-
chinery and equipment (including transport
equipment) accounts for around 30% of total in-
vestment in Brazil, Mexico, Germany, Italy, and
the United States, whereas its share is 10 percent-
age points lower in Colombia, Canada, France,

Spain, and the United Kingdom. The analysis of
this structure is important because capital stock
stems from the accumulation of GFCF flows.
Therefore, the structure of capital stock and capital
compensation in each country is determined, at
least in part, by GFCF characteristics.

As expected, due to its lower base level, ICT
investment has experienced a higher rate of
growth than non-ICT assets in all the countries
over the period 2000e15. The difference between
the two is especially marked in Chile (10.3% ICT
vs. 5% non-ICT) and Spain (5.6% vs. �0.8%). It
seems that, in general, ICT investment grows at
a higher rate in countries that have lower points
of departure in terms of accumulated stock, as is
the case of the Latin-American countries. The
same applies to non-ICT investment. Regarding
non-ICT assets, the high growth rate in
Colombia (9.7%) is worth noting.

Table 14.3 also shows information about la-
bor (in terms of total hours worked), according
to the level of educational attainment (part 2
of the table). Canada and the United States
have the lowest share of unskilled labor. In gen-
eral, the labor structure in these two countries,
and also in the EU countries, is based more on
educated labor. Among LA KLEMS countries,
only Chile shows a similar structure, with
higher shares for high-skilled than for low-
skilled workers. Nevertheless there are impor-
tant differences among countries: Italy and
Spain stand out for the high shares of less
educated labor (33.4% and 35.3%, respectively)
when compared to their European neighbors.
Germany and Canada have the highest shares
of medium-skilled labor (59% and 69.5%,
respectively), whereas this category is much
smaller in other countries, particularly in Spain
(24%). Thus, the structure of labor differs
among countries and these differences will
play an important role in determining the inten-
sity of the use of knowledge in the economy.

The general pattern since 2000 has been, as ex-
pected, a decrease in the share of the lower levels
in favor of the other two. However, whereas in

TABLE 14.2 Industry classification (available for all
countries).

Agriculture, forestry, and fishing

Mining and quarrying

Manufacturing

Electricity, gas, and water supply

Construction

Wholesale and retail trade; accommodation and food service

Transportation and communications

Financial, real state, and business services

Other services

Source: Own elaboration.
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TABLE 14.3 Descriptive Statistics.

(1) Gross fixed capital formation

(a) GFCF structure by
assets, 2000-2015a (%) USA Canada Brazil Chile Colombia Mexico France Germany Italy Spain UK

ICT 19.02 12.61 6.07 8.00 7.06 4.27 14.72 9.91 13.11 11.02 14.74

Software 11.26 5.87 2.47 3.70 0.87 0.16 12.23 4.56 8.84 4.87 11.19

Computing equipment 3.74 3.69 1.13 2.15 1.64 1.72 1.17 3.10 2.08 2.34 2.97

Communication equipment 4.02 3.05 2.47 2.15 4.56 2.39 1.32 2.25 2.20 3.81 0.58

Non-ICT 80.98 87.39 93.93 92.00 92.94 95.73 85.28 90.09 86.89 88.98 85.26

Transport equipment 7.52 7.06 11.59 � 8.91 8.71 7.55 14.08 4.97 8.74 5.43

Machinery and equipment
(exclusively ICT)

23.17 13.11 22.12 25.12 11.59 25.48 16.34 23.17 27.46 14.39 20.28

Nonresidential structures 26.84 36.22 32.29 43.99 46.58 32.01 30.66 22.33 25.14 31.90 36.85

Residential structures 23.45 31.01 27.93 22.90 25.86 29.54 30.73 30.51 29.31 33.95 22.70

Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00

(b) GFCF. Average annual
growth rates (2000-2015a) USA Canada Brazil Chile Colombia Mexico France Germany Italy Spain UK

ICT 3.92 3.45 6.63 10.30 10.85 4.94 3.59 3.24 0.14 5.64 4.56

Software 4.11 3.12 7.76 14.30 13.58 3.99 3.74 3.70 0.05 5.02 4.27

Computing equipment 5.84 7.83 7.63 8.06 14.25 4.10 5.63 8.03 �0.33 6.53 4.99

Communication equipment 2.09 �1.32 4.09 7.78 9.52 5.29 0.39 �0.59 0.94 6.09 7.45

Non-ICT 0.30 3.27 4.41 4.98 9.74 2.18 0.35 0.25 L1.93 L0.81 0.59

Transport equipment 2.98 0.21 7.91 � 11.98 4.18 0.76 1.34 �5.07 1.42 3.25

Machinery and equipment
(exclusively ICT)

1.90 2.21 5.19 7.74 11.27 4.25 �0.08 1.51 �1.06 0.22 �0.57

Nonresidential structures �0.88 3.75 3.70 5.04 8.39 0.40 0.43 �0.90 �2.86 �0.65 1.11

Residential structures �0.85 3.81 3.18 1.48 11.35 1.82 0.40 �0.26 �1.10 �2.19 0.17

Total 0.89 3.29 4.65 5.36 9.26 2.31 0.81 0.49 L1.68 L0.14 1.09

(2) Labor

(a) Labor share by
level of education, 2015 (%) USA Canada Brazil Chile Colombia Mexico France Germany Italy Spain UK

High 37.95 28.46 18.41 35.20 21.73 13.45 38.07 28.20 19.43 40.74 42.41

Medium 54.24 69.51 42.48 45.93 42.34 46.54 45.17 59.05 47.18 24.00 41.02

Low 7.81 2.04 39.12 18.87 35.93 40.01 16.76 12.75 33.40 35.26 16.56

Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
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the European and North American countries the
proportion of less qualified labor has decreased
in terms of hours worked, in Chile, Colombia,
and Mexico the hours worked by this group
have increased. In the majority of countries, in
general, job creation is concentrated among
workers with higher educational levels, who, ac-
cording to the described methodology, are the
main contributors to knowledge.

14.4 Knowledge intensity estimates:
aggregated results

This section presents the main aggregated re-
sults of the exercises proposed in Section 14.2 for
measuring the knowledge economy. Fig. 14.1
provides an overview of the knowledge
economy’s share of total GVA (as given by Eq.
14.8) during the 2000e15 period. Panel A shows
the profiles followed by the six American coun-
tries and panel B shows the same information
for the five European countries. The first conclu-
sion that we can draw from this figure is that the

considered economies are currently extensively
based on knowledge, using more than half of
GVA16 to remunerate factors which incorporate
knowledge to the production process.

Within the American countries, as expected,
the United States and Canada have the highest
shares, slightly higher in the United States than
in Canada. However, both of them show a
declining trend over the period. On average,
for the whole period 2000e15, in the North
American countries the knowledge economy
accounted for around 73% of total GVA. This
figure contrasts with the share of the knowledge
economy in the four Latin-American countries.
Chile has by far the highest share, averaging
around 63%, but with a very volatile profile.
From the start of the great recession the share
of the knowledge economy in Chile increased
and by the end of the period was approaching
the level of the United States and Canada (if
we exclude the slight decline in 2015). Of the
other three Latin-American countries, Brazil
used to be the one with the highest share, but
its position worsened from 2008 onward. Mexico

(2) Labour

(b) Labor. Average annual
growth rates (2000e2015)

USA Canada Brazil Chile Colombia Mexico France Germany Italy Spain UK

High 2.11 3.39 6.78 4.25 5.92 1.03 2.84 1.53 3.31 3.32 3.66

Medium �0.46 0.48 3.13 0.24 3.38 2.54 0.50 �0.08 0.67 1.84 0.11

Low �1.61 �3.05 �0.74 1.54 1.57 0.20 �3.67 �1.64 �2.21 �2.34 �2.80

Total 0.30 1.08 1.75 1.64 3.10 1.31 0.28 0.11 L0.07 0.48 0.70

Note: In the case of Chile, transport equipment is included in machinery and equipment (exclusively ICT)
a 2013 for Brazil and 2014 for Colombia and Italy.
Source: Bureau of Economic Analysis (BEA): Industry economic accounts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau
of Labor Statistics (BLS): Current employment statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and pro-
ductivity accounts, 2018. Available at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at:
https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-
bottom.xsl. OECD, Statistics Canada, World KLEMS and own elaboration.

TABLE 14.3 Descriptive statistics.dcont'd

16 The only exception is Colombia, but its knowledge-based GVA accounts for 46% of total GVA.
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follows, with a share close to 55% and a rising
profile, while the knowledge economy’s share
of total GVA was lowest in Colombia, which
also shows only a weak tendency toward
improvement.

Of the five European countries (Fig. 14.1,
panel B), Germany leads, outperforming even
the United States, with a knowledge economy
that accounts for close to 80% of total GVA and
a stable or even slightly increasing tendency.
The other four countries have lower shares
than the two North American countries and are
clustered in two groups. France and the United
Kingdom share a common pattern, showing a
positive trend and with shares close to 70% by
the end of the period. Italy and Spain form the
second cluster, with the knowledge economy

likewise increasing its share of GVA, approach-
ing a lower value of around 60% by the end of
the period.

Fig. 14.2 summarizes the position of the 11
countries, at the beginning and at the end of
the period, in terms of the knowledge economy’s
share of total GVA. The following comments are
in order. At the beginning of the period the two
North American countries and Germany had the
highest share, with the United States taking the
lead. The United Kingdom and France followed.
Already in 2000 Chile held sixth place in the
ranking, ahead of Italy and Spain, which ranked
last among the five European countries. The last
places were taken by Brazil, Mexico, and
Colombia. In that year, the distance between
the leader, the United States, and the country
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FIGURE 14.1 Knowledge-based GVA. International comparison, 2000e15 (percentage over total GVA). (A) American
countries. (B) European countries. Source: Bureau of Economic Analysis (BEA): Industry economic accounts, 2018. Available at:
https://www.bea.gov/data/economic-accounts/industry. Bureau of Labor Statistics (BLS): Current employment statistics (CES), 2018.
Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and productivity accounts, 2018. Available at: http://www.
euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at: https://www.cepal.org/cgi-
bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-bottom.xsl.
World KLEMS, Statistics Canada and own elaboration.
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at the bottom of the ranking, Colombia, reached
35 percentage points.

Fifteen years later, in 2015, Germany was the
leader, having overtaken the United States,
while France had surpassed Canada, which
was relegated to fourth position. The United
Kingdom had dropped one place, from fourth
to fifth, and Chile ranked sixth. Spain and Italy
followed, but with Spain overtaking Italy, which
slipped into eighth position. Mexico, Brazil, and
Colombia still ranked at the bottom, but with
Mexico slightly outperforming Brazil. An

interesting point is that the two North American
countries are the only ones to have seen a decline
in the knowledge economy’s share of GVA over
the period. In 2015 the distance between the
leader (Germany) and the country at the bottom
(still Colombia) was slightly smaller than in
2000, at 32 percentage points.

Fig. 14.3 shows the dynamics of knowledge-
based GVA, measured in real terms, over the
2000e15 period in the 11 countries considered.
The four Latin-American countries show the
fastest growth, with Colombia and Chile taking
the lead, followed by Brazil and Mexico (panel
A). Canada and especially the United States fol-
lowed a slower path than either the four Latin-
American countries or Spain, which was the
most dynamic of the European countries (panel
B). Even the United Kingdom and France had
higher rates of growth than the United States
over the period. The most sluggish growth rates
are those of Germany and especially Italy, which
had the slowest growth of all the 11 countries.
Overall, Fig. 14.3 confirms that there was some
convergence over the period, with the countries
ranked lowest in 2000 growing faster than the
leaders. Italy is the only exception to this general
convergence behavior.

The information provided by Fig. 14.4 qual-
ifies the above conclusions. It shows the dy-
namics of non-knowledge GVA, also in real
terms. The first thing that draws attention
when comparing this information with that pro-
vided by Fig. 14.3 is the much more dynamic
behavior of the American countries (panel A),
compared to the European ones (panel B), whose
profile is almost flat or, in the case of Italy, even
declining. In contrast, panel (A) shows the dy-
namic behavior of the American countries, with
Colombia, Brazil, and Chile in the lead (as with
the knowledge economy in Fig. 14.3), although
even the United States and Canada show faster
growth in the non-knowledge than in the knowl-
edge economy.
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FIGURE 14.2 Knowledge-based GVA. International
comparison, 2000 and 2015 (percentage over total GVA).
Note: Countries are ranked according to Knowledge-GVA
share in 2015. 2013 is the last available year in the case of
Brazil and 2014 in the case of Colombia, Canada, and Italy.
Source: BEA, EU KLEMS: EU KLEMS growth and productivity
accounts, 2018. Available at: http://www.euklems.net/. LA
KLEMS: Productividad y crecimiento econ�omico en Am�erica
Latina, 2018. Available at: https://www.cepal.org/cgi-bin/getprod.
asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/
la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-bottom.xsl. Statis-
tics Canada, World KLEMS and own elaboration.
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FIGURE 14.4 Real non-knowledge GVA. International comparison, 2000e15 (2000 ¼ 100). (A) American countries. (B) Eu-
ropean countries. Source: Bureau of Economic Analysis (BEA): Industry economic accounts, 2018. Available at: https://www.bea.gov/
data/economic-accounts/industry. Bureau of Labor Statistics (BLS): Current employment statistics (CES), 2018. Available at: https://
www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and productivity accounts, 2018. Available at: http://www.euklems.net/. LA KLEMS:
Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at: https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/
noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-bottom.xsl. Statistics Canada, World
KLEMS and own elaboration.

14. Economic valuation of knowledge-based capital: an International comparison312

https://www.bea.gov/data/economic-accounts/industry
https://www.bea.gov/data/economic-accounts/industry
https://www.bls.gov/ces/
http://www.euklems.net/
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.bea.gov/data/economic-accounts/industry
https://www.bea.gov/data/economic-accounts/industry
https://www.bls.gov/ces/
https://www.bls.gov/ces/
http://www.euklems.net/
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl


Overall, the picture given by the two figures is
of less dynamic European countries, especially in
non-knowledge-based GVA, in contrast to very
dynamic Latin-American countries. The United
States and to a lesser extent Canada show a
more dynamic behavior than the European
countries, especially in the non-knowledge
economy.

A complementary way of observing the same
phenomenon is provided by Fig. 14.5, which de-
picts the annual rates of growth of knowledge
and non-knowledge GVA over the period
2000e15. The four Latin-American countries
take first place in both aggregations, and the
rate of growth of the knowledge economy is
higher than that of the non-knowledge econ-
omy in all cases. Canada and the United States
experienced fairly high rates of growth for
both components, but higher in the non-knowl-
edge than in the knowledge part of the econ-
omy, especially in the case of the United
States. The opposite is true of the European
countries. Spain, France, and Italy experienced
either nil or negative rates of growth of the
non-knowledge economy, while the United
Kingdom and Germany had positive growth
in non-knowledge GVA but still lower than
the growth in knowledge-based GVA.

Figs. 14.3e14.5 provide the rates of growth of
knowledge and non-knowledge-based GVA
considered individually. Fig. 14.6 combines this
information with each component’s share of to-
tal GVA, showing each one’s contribution to to-
tal GVA growth. This information is provided
for the whole period 2000e15 (panel A) and
also separately for the prerecession (panel B)
and postrecession (panel C) years.

Regardless of the period analyzed, Colombia,
Chile, and Brazil have the highest rates of GVA
growth and also the highest contribution of the
knowledge economy (in percentage points).
Mexico shows more modest results, especially
when compared with the other three Latin-
American countries. The United States and Can-
ada stand in the middle range, both in growth

rates and in the contribution of the knowledge
economy. However, their behavior was more
positive in the expansion years (2000e07) than
in the years that followed. The five European
countries show a more contrasting trajectory.
For the whole 2000e15 period, the rate of GVA
growth was similar in France, Germany, Spain,
and the United Kingdom, and in all cases the
(almost) only source of that growth was
the knowledge-based economy. Italy is the
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FIGURE 14.5 Average growth rate of knowledge and
non-knowledge GVA. International comparison, 2000e15*
(percentage). *2000e13 for Brazil, 2000e14 for Canada,
Colombia, and Italy. Note: Countries are ranked according
to knowledge GVA growth. Source: Bureau of Economic Anal-
ysis (BEA): Industry economic accounts, 2018. Available at:
https://www.bea.gov/data/economic-accounts/industry. Bureau of
Labor Statistics (BLS): Current employment statistics (CES),
2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU
KLEMS growth and productivity accounts, 2018. Available at:
http://www.euklems.net/. LA KLEMS: Productividad y creci-
miento econ�omico en Am�erica Latina, 2018. Available at: https://
www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/pagi-
nas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/
la-klems/tpl/top-bottom.xsl. Statistics Canada, World KLEMS and
own elaboration.

14.4 Knowledge intensity estimates: aggregated results 313

https://www.bea.gov/data/economic-accounts/industry
https://www.bls.gov/ces/
http://www.euklems.net/
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl
https://www.cepal.org/cgi-bin/getprod.asp?xml=/la-klems/noticias/paginas/9/40269/P40269.xml&amp;xsl=/la-klems/tpl/p18f-st.xsl&amp;base=/la-klems/tpl/top-bottom.xsl


exception, presenting the lowest rate of GVA
growth, together with a negative contribution
of the non-knowledge economy.

There is a sharp contrast in the behavior of the
five European countries between the pre- and

postrecession years. During the expansion years
(panel B), Spain and the United Kingdom were
the fastest-growing countries, almost doubling
the rates of growth of the other three, but in all
five the knowledge economy made an important
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FIGURE 14.6 GVA annual growth rate:
knowledge and non-knowledge contribution.
International comparison, 2000e15* (percent-
age). (A) 2000e15*. *2000e13 for Brazil, 2000
e14 for Colombia, Canada, and Italy. (B) 2000
e07. (C) 2007e15**. **2007e13 for Brazil,
2007e14 for Colombia, Canada, and Italy.
Source: Bureau of Economic Analysis (BEA): In-
dustry economic accounts, 2018. Available at:
https://www.bea.gov/data/economic-accounts/in-
dustry. Bureau of Labor Statistics (BLS): Current
employment statistics (CES), 2018. Available at:
https://www.bls.gov/ces/. EU KLEMS: EU
KLEMS growth and productivity accounts,
2018. Available at: http://www.euklems.net/. LA
KLEMS: Productividad y crecimiento econ�omico
en Am�erica Latina, 2018. Available at: https://
www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/
noticias/paginas/9/40269/P40269.xml&xsl¼/la-
klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-bot-
tom.xsl. Statistics Canada, World KLEMS and
own elaboration.
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contribution to growth. The consequences of the
great recession after 2007 (panel C) were dra-
matic for the European countries, especially for
Spain and Italy, which presented a negative
average annual rate of growth for the whole
2007e15 period. And all five countries had nega-
tive contributions of the non-knowledge econ-
omy throughout those years, indicating that the
non-knowledge part of the economy is more
vulnerable to difficult times than its knowledge
counterpart.

To finish the presentation of the aggregated
results, Fig. 14.7 shows knowledge-based GVA
per capita (expressed in 2010 US dollars PPP
per person) at the beginning and end of the
period. The two North American countries lead
the ranking, with the United States in first place.
They are followed by the five European coun-
tries in this order: Germany, France, the United
Kingdom, Italy, and Spain. The four Latin-
American countries present lower values, with
Chile ranking highest in this group, followed
by Mexico, Brazil, and Colombia. However, it
is worth noting that all 11 countries experienced

an improvement in this variable between 2000
and 2015.

Despite the positive performance of the
knowledge-based economy in all the countries
and the strong growth trend shown by the less
developed ones (namely, the Latin-American
countries), the convergence between them is
only moderate, as can be observed in Fig. 14.8,
which shows the coefficient of variation for
knowledge, non-knowledge, and total GVA per
capita, considering all the countries analyzed.
There is only a slight convergence in
knowledge-based GVA per capita and a some-
what stronger convergence in non-knowledge
GVA per capita.

14.4.1 Disaggregation of knowledge-
based GVA by source

As already explained in Section 14.2, our
approach to the knowledge-based economy as-
sumes that knowledge is embedded in the two
factors of productiondlabor and capitaldand
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FIGURE 14.7 Knowledge-based GVA per capita, 2000 and 2015* (2010 US Dollars PPP per person). * 2013 for Brazil and
2014 for Colombia, Canada, and Italy. Source: Bureau of Economic Analysis (BEA): Industry economic accounts, 2018. Available at:
https://www.bea.gov/data/economic-accounts/industry. Bureau of Labor Statistics (BLS): Current employment statistics (CES), 2018.
Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and productivity accounts, 2018. Available at: http://www.
euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at: https://www.cepal.org/cgi-
bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-bottom.xsl.
OECD, Statistics Canada, United Nations, World KLEMS and own elaboration.
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that the contribution of each individual asset is
determined by the prices of the services it pro-
vides. Fig. 14.9 and Table 14.4 show the knowl-
edge and non-knowledge compensation, as a
percentage of GVA, of all the six components
considered (in addition to knowledge and non-
knowledge capital and labor, the figure also dis-
tinguishes between ICT and non-ICT
knowledge-based capital and between high-
and medium-skilled knowledge-intensive la-
bor), at the start and end of the period (2000
and 2015). ICT-knowledgeeintensive capital
has the lowest share, below 5% in all countries.
The component with the second lowest share is

Non-knowledge-intensive labor, which in 2015
ranges between 15.3% in Italy and 0.8% in Can-
ada. The contributions of the remaining four
components of the decomposition vary between
countries and years.

Focusing on the last year (2015), the Latin-
American countries account for the relatively
higher weight of Non-knowledge-intensive capital
and the relatively lower weight of medium-
skilled labor. The share of medium-skilled labor
is larger in Germany and also in Canada and
Italy, whereas in Spain, France, and the United
Kingdom high-skilled workers have a larger
share. In the United States, the contribution of
ICT capital is the highest of all the countries
and that of low-skilled workers, the lowest after
Canada. In Canada, the component with the
largest contribution is medium-skilled labor, fol-
lowed by Non-knowledge-intensive capital. How-
ever, as said before, there are important
differences among countries and it is difficult
to find common patterns.

Fig. 14.10 shows the annual rates of growth
for each of the six components between 2000
and 2015. Panel (A) of this figure provides the in-
formation for the components of capital compen-
sation. As can be seen, the Latin-American
countries have the highest rates of growth of
all three components, except for Brazil, which
has the highest negative growth rate in the
ICT-knowledgeeintensive component. Canada
and the United States experienced lower but pos-
itive growth rates throughout the period for all
three components of capital. The European
countries, in contrast, have negative rates in
some of them. The United Kingdom, Italy, and
France, for example, show negative growth rates
in machinery and equipment, while Germany
and Italy have negative rates in ICT capital. In
the case of Spain, all the components of capital
compensation increased, but at a slower rate
than in the American countries.

Regarding labor, panel (B) confirms that three
of the Latin-American countries once again expe-
rienced the highest rates of growth. In the case of
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FIGURE 14.8 Convergence in the knowledge and non-
knowledge-based GVA per capita among countries. Interna-
tional comparison, 2000e13 (coefficient of variation). Source:
Bureau of Economic Analysis (BEA): Industry economic accounts,
2018. Available at: https://www.bea.gov/data/economic-accounts/
industry. Bureau of Labor Statistics (BLS): Current employment
statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU
KLEMS: EU KLEMS growth and productivity accounts, 2018.
Available at: http://www.euklems.net/. LA KLEMS: Productividad
y crecimiento econ�omico en Am�erica Latina, 2018. Available at:
https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noti-
cias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.
xsl&base¼/la-klems/tpl/top-bottom.xsl. OECD, Statistics Canada,
United Nations, World KLEMS and own elaboration.
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Mexico, labor compensation growth was posi-
tive but much lower. For the rest of the countries,
the common feature is the fall in Non-knowledge-
intensive labor, that is, the compensation that

corresponds to workers with the lowest levels
of skills.

Taking into account the information provided
in this section (Table 14.4 and Figs. 14.9 and
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FIGURE 14.9 Knowledge and non-knowledge compensation over GVA. International comparison, 2000 and 2015* (per-
centage). (A) 2000. (B) 2015*. * 2013 for Brazil and 2014 for Canada, Colombia, and Italy. Source: Bureau of Economic Analysis
(BEA): Industry economic accounts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau of Labor Statistics
(BLS): Current employment statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and produc-
tivity accounts, 2018. Available at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina,
2018. Available at: https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/
p18f-st.xsl&base¼/la-klems/tpl/top-bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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14.10), Table 14.5 provides a disaggregation of
each of the factors that contribute to GVA
growth, distinguishing between capital and
labor compensation, and their components. It
should be noted that since the information in
Table 14.5 is provided at the highest level of
disaggregation, the contribution of the
knowledge-based and non-knowledge-based

economy can be computed in a very flexible
way. In fact, we can easilymove from the narrow-
est to the broadest definition of knowledge-based
GVA by either focusing solely on ICT capital and
high-skilled labor compensation for the narrow
definition, as inMas et al. (2019), or also including
compensation corresponding to machinery and
equipment and medium-skilled labor for the

TABLE 14.4 Knowledge and non-knowledge compensation over GVA. International comparison, 2000 and 2015a

(percentage).

(a) 2000

USA Canada Brazil Chile Colombia Mexico France Germany Italy Spain UK

Knowledge-intensive capital 15.55 17.02 16.03 9.67 15.28 24.14 14.00 12.55 16.58 13.77 14.89

ICT-knowledgeeintensive capital 4.21 4.21 5.03 2.07 1.93 2.12 4.08 4.50 3.71 4.10 3.11

Other knowledgeeintensive capital 11.34 12.81 11.00 7.60 13.35 22.01 9.92 8.05 12.86 9.68 11.78

Non-knowledge-intensive capital 19.97 25.62 37.68 33.10 51.81 46.26 18.37 16.80 23.20 21.98 20.58

Knowledge-intensive labor 60.80 55.88 35.05 52.43 26.03 23.60 51.68 63.57 38.56 37.53 51.19

Knowledge-intensive labor. High 26.95 15.81 17.32 29.88 12.25 8.75 25.33 23.87 13.36 25.25 25.63

Knowledge-intensive labor. Medium 33.85 40.06 17.73 22.55 13.78 14.85 26.34 39.70 25.20 12.28 25.56

Non-knowledge-intensive labor 3.68 1.49 11.23 4.80 6.88 6.00 15.96 7.08 21.67 26.71 13.34

Total GVA 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00

(b) 2015a

Knowledge-intensive capital 15.13 15.05 15.30 15.51 17.01 29.44 9.98 13.44 11.23 12.40 11.51

ICT-knowledgeeintensive capital 4.01 3.76 1.65 2.88 2.25 3.56 3.45 3.03 2.68 3.84 2.89

Other knowledgeeintensive capital 11.12 11.30 13.65 12.63 14.76 25.88 6.54 10.42 8.55 8.56 8.62

Non-knowledge-intensive capital 24.06 28.60 34.07 28.05 48.16 41.53 20.08 18.58 25.80 25.49 22.10

Knowledge-intensive labor 58.78 55.58 38.04 51.51 28.69 24.46 61.26 64.35 47.62 47.28 58.32

Knowledge-intensive labor. High 31.28 19.84 20.95 33.49 17.31 8.40 34.03 23.81 12.98 32.87 35.61

Knowledge-intensive labor. Medium 27.51 35.74 17.09 18.02 11.38 16.07 27.23 40.54 34.63 14.42 22.71

Non-knowledge-intensive labor 2.03 0.76 12.59 4.93 6.14 4.56 8.68 3.63 15.35 14.83 8.08

Total GVA 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00

a 2013 for Brazil and 2014 for Canada, Colombia, and Italy.
Source: Bureau of Economic Analysis (BEA): Industry economic accounts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau
of Labor Statistics (BLS): Current employment statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and pro-
ductivity accounts, 2018. Available at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at:
https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-
bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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broader perspective, which is the one proposed
here (following P�erez and Benages (2012)).

Panel (A) of Table 14.5 shows the contribu-
tions to total GVA growth of each type of capital
and labor for the whole period 2000e15. The first
conclusion to be highlighted is that in almost all
the countries (except Mexico), Knowledge-
intensive labor made a higher contribution to
GVA growth than Knowledge-intensive capital.
Within Knowledge-intensive labor, in most of the
countries (the exceptions being Mexico,
Germany, and Italy) the contribution from
high-skilled workers was larger than that from
medium-skilled workers.

Second, the contribution of Knowledge-
intensive capital has been negative in three of

the European countries, namely, France, the
United Kingdom, and Italy. In the case of France
and the United Kingdom, this was due to the
Other knowledgeeintensive capital component
(machinery and equipment, basically), while in
Italy both components of knowledge-intensive
capital (machinery and equipment and also ICT
capital) had a negative contribution. Germany
and Brazil were the other two countries with a
negative ICT capital contribution, although
offset by the growth of machinery and equip-
ment capital. In the remaining eight countries
the ICT capital contribution was positive.

Third, in a set of countries the contribution of
Non-knowledge-intensive capital was higher than
its Knowledge-intensive counterpart. This is the
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FIGURE 14.10 Average growth rate of knowledge and non-knowledge capital and labor’s compensation. International
comparison, 2000e15* (percentage). (A) Capital compensation. (B) Labor compensation. * 2000e13 for Brazil, 2000e14 for Can-
ada, Colombia, and Italy. Note: In panel (A) countries are ranked according to ICT-knowledgeeintensive capital growth. In
panel (B), countries are ranked according to high-skilled labor. Source: Bureau of Economic Analysis (BEA): Industry economic ac-
counts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau of Labor Statistics (BLS): Current employment
statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and productivity accounts, 2018. Avail-
able at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at: https://www.
cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/
top-bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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TABLE 14.5 GVA annual growth rate: knowledge and non-knowledge contributions. International comparison,
2000e15a (percentage).

USA Canada Brazil Chile Colombia Mexico France Germany Italy Spain UK

(a) 2000e15a

Knowledge-intensive capital 0.23 0.20 0.33 0.86 0.79 0.93 �0.27 0.21 �0.37 0.10 �0.06

ICT-knowledgeeintensive capital 0.06 0.06 �0.20 0.15 0.12 0.20 0.01 �0.06 �0.07 0.04 0.04

Other knowledgeeintensive capital 0.17 0.13 0.52 0.71 0.68 0.73 �0.28 0.27 �0.30 0.07 �0.10

Non-knowledge-intensive
capital

0.68 0.66 0.99 0.58 1.58 0.65 0.29 0.11 0.09 0.53 0.39

Knowledge-intensive labor 0.70 1.18 1.52 2.11 1.36 0.41 1.28 0.66 0.63 1.23 1.31

Knowledge-intensive labor. High 0.73 0.66 1.03 1.50 1.03 0.08 0.91 0.20 �0.06 0.90 1.11

Knowledge-intensive labor.
Medium

�0.02 0.52 0.48 0.61 0.33 0.33 0.38 0.46 0.69 0.33 0.20

Non-knowledge-intensive
labor

�0.08 �0.03 0.46 0.22 0.21 �0.02 �0.36 �0.18 �0.41 �0.52 �0.18

Total GVA 1.53 2.00 3.29 3.77 3.94 1.97 0.95 0.79 L0.06 1.34 1.46

(b) 2000e07

Knowledge-intensive capital 0.36 0.36 0.81 0.85 1.50 1.02 �0.03 0.75 �0.07 0.29 �0.04

ICT-knowledgeeintensive capital 0.11 0.16 �0.37 0.27 0.20 0.21 0.06 0.07 �0.03 0.10 0.09

Other knowledgeeintensive capital 0.25 0.21 1.18 0.58 1.29 0.81 �0.10 0.68 �0.04 0.19 �0.14

Non-knowledge-intensive
capital

0.79 0.69 0.75 1.04 1.01 0.65 0.55 0.38 0.29 1.17 0.61

Knowledge-intensive labor 0.99 1.55 1.83 2.15 1.19 0.44 1.22 0.18 0.92 1.94 2.04

Knowledge-intensive labor. High 0.81 0.74 1.08 1.13 0.84 �0.01 0.68 0.46 0.08 1.25 1.21

Knowledge-intensive labor.
Medium

0.18 0.81 0.75 1.02 0.34 0.45 0.54 �0.28 0.84 0.69 0.83

Non-knowledge-intensive labor �0.02 �0.04 �0.10 0.00 0.44 �0.08 �0.13 �0.06 �0.02 0.01 �0.05

Total GVA 2.11 2.57 3.29 4.03 4.13 2.02 1.62 1.25 1.12 3.41 2.56

(c) 2007e15b

Knowledge-intensive capital 0.11 0.05 �0.12 0.87 0.28 0.87 �0.34 �0.23 �0.62 �0.06 �0.04

ICT-knowledgeeintensive capital 0.03 �0.02 �0.02 0.06 0.06 0.18 �0.03 �0.16 �0.11 �0.01 �0.01

Other knowledgeeintensive capital 0.09 0.06 �0.11 0.81 0.22 0.69 �0.31 �0.07 �0.51 �0.04 �0.03

Non-knowledge-intensive
capital

0.61 0.64 1.14 0.13 2.06 0.61 0.07 �0.12 �0.09 �0.08 0.12
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case for Brazil, Colombia, the United States, Can-
ada, France, Italy, Spain, and the United
Kingdom. However, in none of the countries,
without exception, was the contribution of
Non-knowledge-intensive labor higher than its
Knowledge-intensive counterpart. In fact, in the
majority of countries the contribution of Non-
knowledge-intensive labor to GVA growth was
negative. The exceptions were three Latin-
American countries (Brazil, Chile, and
Colombia), where it was positive.

Table 14.5 also provides the information dis-
aggregated in two subperiods. The first covers
the expansion years 2000e07 (panel B) and the
second, the postrecession years 2007e15 (panel
C). It is worth noticing the consequences of the
economic crisis in the European countries. First,
the contribution of Knowledge-intensive capital
was negative in all five European countries after
2007, while in the non-European countries it was
positive (with the sole exception of Brazil). This
result is attributable to both the ICT and the ma-
chinery and equipment components, which
contributed negatively in all five countries.

Second, another common feature was the nega-
tive contribution of Non-knowledge-intensive labor
in the five European countries, and also in the
United States and Canada. In all countries, how-
ever (with the exception of Italy and Germany,
though only marginally in the latter case), the
contribution of high-skilled workers was posi-
tive, showing that the most highly educated la-
bor makes a positive contribution to growth,
even in an economic downturn.

14.5 Knowledge intensity estimates:
industry results

A distinctive characteristic of the KLEMS
methodology is the emphasis it puts on the
importance of industry disaggregation. In fact,
the results presented in the previous section
come from the aggregation of industry data, as
described in Section 14.2 (see Eq. 14.8). However,
the available level of industry disaggregation is
not homogenous for all countries, as explained
in Section 14.3. For comparability purposes, a

TABLE 14.5 GVA annual growth rate: knowledge and non-knowledge contributions. International comparison,
2000e15a (percentage).dcont'd

USA Canada Brazil Chile Colombia Mexico France Germany Italy Spain UK

Knowledge-intensive labor 0.47 0.85 1.25 1.84 1.52 0.40 1.29 1.05 0.28 0.50 0.69

Knowledge-intensive labor.
High

0.65 0.56 0.98 1.57 1.20 0.17 1.06 �0.02 �0.21 0.49 0.99

Knowledge-intensive labor.
Medium

�0.18 0.29 0.26 0.26 0.32 0.23 0.23 1.07 0.49 0.01 �0.30

Non-knowledge-intensive
labor

�0.11 �0.01 1.03 0.35 0.03 0.03 �0.51 �0.26 �0.75 �0.88 �0.26

Total GVA 1.08 1.52 3.29 3.19 3.89 1.91 0.51 0.44 L1.19 L0.50 0.51

a 2000e13 for Brazil, 2000e14 for Colombia, Canada, and Italy.
b 2007e13 for Brazil, 2007e14 for Colombia, Canada, and Italy.
Source: Bureau of Economic Analysis (BEA): Industry economic accounts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau
of Labor Statistics (BLS): Current employment statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and pro-
ductivity accounts, 2018. Available at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at:
https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-
bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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common classification of nine industries (listed
in Table 14.2) has been adopted, as this is the
highest level of industry disaggregation that is
available for all the countries considered.

Fig. 14.11 shows how the knowledge econ-
omy is distributed, in 2000 and 2015, among
the nine sectors considered. In all countries,
Other services (which includes Public Adminis-
tration, Education, Health, Social services, Arts,
entertainment, and recreation, and Other ser-
vices) is the sector that absorbs the highest share
of the knowledge economy, reaching up to 30%
in the United States, Canada, Brazil, France,
and Spain. The only exception is Mexico, where
Manufacturing is first and Other services second.
The second most important sector in most of
the countries is Financial, real estate, and business
services. The exceptions are Brazil and Germany,
where the second position is taken by
Manufacturing; Colombia, where Wholesale and
retail trade, accommodation and food service is in
second place; and Mexico, as already mentioned.
Summing up, the four sectors just mentioned are
the ones that absorb the highest share of the total
knowledge economy, while the other five sectors
have amuch smaller share, especiallyAgriculture
and Mining and quarrying in the European coun-
tries and the United States and Electricity, gas,
and water supply in the Latin-American countries
and Canada.

It is to be expected that the largest sectors of
the economy, such as Other services, should
also absorb the largest shares of both the knowl-
edge and the non-knowledge economy. It is
interesting, therefore, to consider the comple-
mentary view offered by Fig. 14.12, which shows
the share of knowledge-based GVA within each
industry (that is, assuming that the GVA for each
industry takes a value of 100). The first thing to
notice is that while for some countries the differ-
ences between industries are noteworthy, in
others the penetration of knowledge is more ho-
mogenous among the nine sectors considered.

Broadly speaking, the more developed a country
is, the more evenly spread the knowledge econ-
omy is across all the sectors of the economy.
France, Germany, the United Kingdom, Canada,
and the United States illustrate this assertion.

The second thing to notice is that there are
notable differences between countries in the
ranking of sectors by knowledge content. Even
so, Mining and quarrying and Electricity, gas, and
water supply are the least knowledge-intensive
sectors in most (though not all) of the 11 coun-
tries. Also worth noting is the low knowledge in-
tensity of one of the sectors that accounts for a
large proportion of total knowledge-based
GVA (see Fig. 14.11), namely Financial, real estate,
and business services.

Table 14.6 completes the information from the
industry disaggregation perspective, offering for
each country and industry the share of GVA of
each individual component of the Knowledge-
intensive economy (capital and labor) for 2015
and confirming the big differences between
countries and sectors. At this point it is inter-
esting to check whether these differences have
increased or decreased over the period analyzed.

Fig. 14.13 shows the dispersion (measured by
the coefficient of variation) of knowledge-based
GVA shares within sectors (shown in Fig. 14.12
for 2000 and 2015) in the different countries dur-
ing the period 2000e15. First, this figure con-
firms that the more developed economies have
a more homogenous penetration of knowledge
in the different sectors. Second, it shows no gen-
eral pattern of convergence toward less disper-
sion between sectors. Of the more developed
countries only Spain shows a definite pattern
of convergence over the period, and the United
States and the United Kingdom since 2009. Of
the four Latin-American countries, only Chile
shows a well-defined pattern of reduction of in-
equalities (despite the reversal of this trend in the
last year), while in Mexico the tendency is the
opposite from 2009 onward.
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FIGURE 14.11 Sectoral composition of knowledge-based GVA. 2000 and 2015* (percentage of total knowledge-based
GVA). Total economy ¼ 100. (A) USA. (B) Canada. (C) Brazil. (D) Chile. (E) Colombia. (F) Mexico. (G) France. (H) Germany.
(I) Italy. (J) Spain. (K) United Kingdom. * 2013 for Brazil (2014) for Canada, Colombia, and Italy. Source: Bureau of Economic
Analysis (BEA): Industry economic accounts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau of Labor
Statistics (BLS): Current employment statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and
productivity accounts, 2018. Available at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica
Latina, 2018. Available at: https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-
klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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FIGURE 14.12 Knowledge-based GVA by industry. 2000 and 2015* (percentage of each industry’s GVA). Total
industry ¼ 100. (A) USA. (B) Canada. (C) Brazil. (D) Chile. (E) Colombia. (F) Mexico. (G) France. (H) Germany. (I) Italy. (J) Spain.
(K) United Kingdom. * 2013 for Brazil (2014) for Canada, Colombia, and Italy. Note: In Germany knowledge-GVA share in 2015
is above 100% in the case of Agriculture, forestry, and fishing because capital compensation of non-knowledge assets is negative.
Source: Bureau of Economic Analysis (BEA): Industry economic accounts, 2018. Available at: https://www.bea.gov/data/economic-accounts/
industry. Bureau of Labor Statistics (BLS): Current employment statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS:
EU KLEMS growth and productivity accounts, 2018. Available at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento
econ�omico en Am�erica Latina, 2018. Available at: https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/
P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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TABLE 14.6 Knowledge and non-knowledge compensation over GVA by industry. International comparison, 2015a

(percentage of each industry GVA).

Knowledge-intensive capital

Non-
knowledge-
intensive
capital

Knowledge-intensive labor

Non-
knowledge-
intensive
labor

Total
GVATotal

ICT-
knowledge
eintensive
capital

Other
knowledge
eintensive
capital Total

Knowledge-
intensive
labor.
High

Knowledge-
intensive
labor.
Medium

United States

Total economy 15.13 4.01 11.12 24.06 58.78 31.28 27.51 2.03 100.00

Agriculture,
forestry, and
fishing

38.67 0.27 38.40 10.67 45.03 16.01 29.02 5.62 100.00

Mining and
quarrying

12.50 1.21 11.29 58.93 27.04 14.95 12.09 1.53 100.00

Manufacturing 27.93 3.41 24.52 14.51 54.90 24.63 30.26 2.66 100.00

Electricity, gas,
and water supply

31.10 1.71 29.39 36.91 31.19 14.55 16.64 0.80 100.00

Construction 16.48 0.83 15.65 5.83 71.22 17.50 53.72 6.48 100.00

Wholesale, retail
trade;
accommodation
and food service

19.45 5.02 14.43 25.09 52.00 16.36 35.64 3.46 100.00

Transportation
and
communications

17.67 1.98 15.68 15.42 62.97 18.62 44.35 3.95 100.00

Financial, real
state, and
business services

13.01 6.39 6.62 39.07 47.01 33.82 13.19 0.91 100.00

Other services 7.45 1.47 5.98 6.24 84.86 47.27 37.59 1.45 100.00

Canada

Total economy 15.05 3.76 11.30 28.60 55.58 19.84 35.74 0.76 100.00

Agriculture,
forestry, and
fishing

33.01 0.59 32.41 42.70 22.34 2.47 19.87 1.96 100.00

Mining and
quarrying

19.96 0.66 19.30 62.37 17.39 4.54 12.85 0.28 100.00

Manufacturing 24.48 3.71 20.77 17.70 56.41 13.98 42.43 1.42 100.00

Electricity, gas,
and water supply

16.87 5.40 11.47 57.31 25.79 8.86 16.93 0.03 100.00

Construction 17.07 1.05 16.02 5.84 74.67 8.54 66.13 2.41 100.00

(Continued)

14.5 Knowledge intensity estimates: industry results 325



TABLE 14.6 Knowledge and non-knowledge compensation over GVA by industry. International comparison, 2015a

(percentage of each industry GVA).dcont'd

Knowledge-intensive capital

Non-
knowledge-
intensive
capital

Knowledge-intensive labor

Non-
knowledge-
intensive
labor

Total
GVATotal

ICT-
knowledge
eintensive
capital

Other
knowledge
eintensive
capital Total

Knowledge-
intensive
labor.
High

Knowledge-
intensive
labor.
Medium

Wholesale, retail
trade;
accommodation
and food service

13.35 4.60 8.75 17.50 68.09 14.43 53.66 1.05 100.00

Transportation and
communications

18.01 7.43 10.58 27.43 53.64 11.81 41.83 0.92 100.00

Financial, real
state, and
business services

14.26 4.63 9.63 44.66 40.94 22.34 18.60 0.14 100.00

Other services 7.64 3.78 3.86 12.16 79.63 37.89 41.74 0.58 100.00

Brazil

Total economy 15.30 1.65 13.65 34.07 38.04 20.95 17.09 12.59 100.00

Agriculture,
forestry, and
fishing

81.19 2.03 79.17 0.00 6.73 1.99 4.74 12.08 100.00

Mining and
quarrying

55.16 3.18 51.98 28.03 13.29 6.27 7.02 3.52 100.00

Manufacturing 10.26 3.08 7.17 24.28 47.68 18.74 28.94 17.78 100.00

Electricity, gas,
and water supply

4.18 1.80 2.38 64.84 26.38 15.45 10.93 4.60 100.00

Construction 25.45 2.09 23.36 30.25 21.14 6.34 14.80 23.16 100.00

Wholesale, retail
trade;
accommodation
and food service

5.30 0.73 4.58 40.30 39.20 12.28 26.92 15.20 100.00

Transportation
and
communications

48.63 7.34 41.29 2.39 32.26 10.13 22.13 16.72 100.00

Financial, real
state and
business services

2.71 0.54 2.17 51.37 40.27 30.01 10.26 5.66 100.00

Other services 2.32 0.31 2.01 39.81 46.39 31.69 14.70 11.49 100.00

14. Economic valuation of knowledge-based capital: an International comparison326



TABLE 14.6 Knowledge and non-knowledge compensation over GVA by industry. International comparison, 2015a

(percentage of each industry GVA).dcont'd

Knowledge-intensive capital

Non-
knowledge-
intensive
capital

Knowledge-intensive labor

Non-
knowledge-
intensive
labor

Total
GVATotal

ICT-
knowledge
eintensive
capital

Other
knowledge
eintensive
capital Total

Knowledge-
intensive
labor.
High

Knowledge-
intensive
labor.
Medium

Chile

Total economy 15.51 2.88 12.63 28.05 51.51 33.49 18.02 4.93 100.00

Agriculture,
forestry, and
fishing

11.85 1.79 10.06 34.78 31.85 13.86 17.99 21.52 100.00

Mining and
quarrying

21.87 2.81 19.06 66.61 10.98 6.48 4.49 0.54 100.00

Manufacturing 38.70 5.53 33.16 26.00 31.82 17.05 14.77 3.49 100.00

Electricity, gas,
and water
supply

26.70 4.44 22.25 64.96 7.85 5.18 2.67 0.49 100.00

Construction 24.07 1.84 22.22 5.07 58.72 30.17 28.55 12.14 100.00

Wholesale, retail
trade;
accommodation
and food service

7.18 3.29 3.89 8.69 75.63 36.73 38.90 8.50 100.00

Transportation and
communications

27.77 3.95 23.82 14.13 51.90 19.03 32.87 6.20 100.00

Financial, real
state, and
business
services

5.68 2.42 3.26 42.54 50.83 42.43 8.40 0.95 100.00

Other services 4.39 1.27 3.12 9.01 81.90 63.76 18.14 4.70 100.00

Colombia

Total economy 17.01 2.25 14.76 48.16 28.69 17.31 11.38 6.14 100.00

Agriculture,
forestry, and
fishing

51.01 0.15 50.86 19.32 19.32 10.61 8.71 10.36 100.00

Mining and
quarrying

14.28 1.44 12.84 75.03 9.16 4.68 4.47 1.54 100.00

Manufacturing 7.39 0.35 7.05 57.72 25.26 9.48 15.78 9.63 100.00

Electricity, gas,
and water
supply

5.35 0.23 5.12 74.14 13.81 5.43 8.38 6.70 100.00

Construction 23.84 0.07 23.77 51.83 19.69 9.79 9.90 4.65 100.00

(Continued)
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TABLE 14.6 Knowledge and non-knowledge compensation over GVA by industry. International comparison, 2015a

(percentage of each industry GVA).dcont'd

Knowledge-intensive capital

Non-
knowledge-
intensive
capital

Knowledge-intensive labor

Non-
knowledge-
intensive
labor

Total
GVATotal

ICT-
knowledge
eintensive
capital

Other
knowledge
eintensive
capital Total

Knowledge-
intensive
labor.
High

Knowledge-
intensive
labor.
Medium

Wholesale, retail
trade;
accommodation
and food service

38.62 2.82 35.79 17.67 36.42 20.83 15.59 7.30 100.00

Transportation
and
communications

38.86 21.43 17.43 35.08 24.89 21.98 2.91 1.16 100.00

Financial, real
state,
and business
services

2.06 0.98 1.08 62.34 35.26 32.13 3.13 0.34 100.00

Other services 5.32 0.38 4.94 47.55 38.22 20.75 17.48 8.91 100.00

Mexico

Total economy 29.44 3.56 25.88 41.53 24.46 8.40 16.07 4.56 100.00

Agriculture,
forestry, and
fishing

18.48 0.43 18.05 64.51 6.58 0.33 6.25 10.43 100.00

Mining and
quarrying

47.13 1.37 45.76 43.44 7.57 1.74 5.83 1.86 100.00

Manufacturing 45.33 2.37 42.96 30.14 20.95 4.40 16.54 3.58 100.00

Electricity, gas,
and water
supply

7.13 0.37 6.77 68.99 22.81 7.88 14.92 1.07 100.00

Construction 46.80 8.82 37.98 22.76 19.37 9.96 9.42 11.06 100.00

Wholesale, retail
trade;
accommodation
and food service

27.08 3.03 24.04 58.17 11.90 2.29 9.62 2.85 100.00

Transportation
and
communications

50.06 0.87 49.19 19.93 25.07 8.94 16.13 4.94 100.00

Financial, real
state, and
business services

20.62 6.18 14.44 59.13 18.46 5.91 12.55 1.79 100.00

Other services 7.32 1.60 5.72 12.06 71.45 30.44 41.01 9.17 100.00
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TABLE 14.6 Knowledge and non-knowledge compensation over GVA by industry. International comparison, 2015a

(percentage of each industry GVA).dcont'd

Knowledge-intensive capital

Non-
knowledge-
intensive
capital

Knowledge-intensive labor

Non-
knowledge-
intensive
labor

Total
GVATotal

ICT-
knowledge
eintensive
capital

Other
knowledge
eintensive
capital Total

Knowledge-
intensive
labor.
High

Knowledge-
intensive
labor.
Medium

France

Total economy 9.98 3.45 6.54 20.08 61.26 34.03 27.23 8.68 100.00

Agriculture,
forestry, and
fishing

5.29 0.12 5.17 �10.78 85.71 23.35 62.36 19.79 100.00

Mining and
quarrying

30.34 4.35 25.99 16.72 42.60 18.45 24.15 10.34 100.00

Manufacturing 19.45 5.72 13.72 6.26 65.63 34.49 31.14 8.66 100.00

Electricity, gas,
and water
supply

36.69 2.42 34.28 21.39 36.99 21.17 15.82 4.93 100.00

Construction 6.97 1.26 5.72 6.65 69.85 19.18 50.68 16.52 100.00

Wholesale, retail
trade;
accommodation
and food service

7.41 1.93 5.48 8.52 69.99 29.73 40.25 14.08 100.00

Transportation
and
communications

24.54 4.37 20.16 10.91 51.92 22.98 28.95 12.62 100.00

Financial, real
state,
and business
services

8.66 5.55 3.11 40.40 47.31 34.30 13.01 3.63 100.00

Other services 4.21 1.18 3.03 12.08 74.22 43.41 30.81 9.49 100.00

Germany

Total economy 13.44 3.03 10.42 18.58 64.35 23.81 40.54 3.63 100.00

Agriculture,
forestry and
fishing

26.29 0.75 25.54 �26.41 92.42 36.46 55.95 7.70 100.00

Mining and
quarrying

8.94 1.74 7.20 �6.10 89.73 32.70 57.03 7.43 100.00

Manufacturing 19.76 2.36 17.39 4.55 70.91 26.46 44.45 4.79 100.00
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TABLE 14.6 Knowledge and non-knowledge compensation over GVA by industry. International comparison, 2015a

(percentage of each industry GVA).dcont'd

Knowledge-intensive capital

Non-
knowledge-
intensive
capital

Knowledge-intensive labor

Non-
knowledge-
intensive
labor

Total
GVATotal

ICT-
knowledge
eintensive
capital

Other
knowledge
eintensive
capital Total

Knowledge-
intensive
labor.
High

Knowledge-
intensive
labor.
Medium

Electricity, gas,
and water supply

18.17 3.58 14.59 45.07 34.95 13.32 21.63 1.81 100.00

Construction 10.18 1.24 8.94 5.67 77.87 22.49 55.38 6.29 100.00

Wholesale, retail
trade;
accommodation
and food service

10.17 3.20 6.97 9.46 73.79 15.21 58.59 6.58 100.00

Transportation
and
communications

28.63 6.51 22.12 11.88 54.66 11.09 43.57 4.83 100.00

Financial, real
state,
and business
services

12.05 4.08 7.97 40.09 46.38 21.27 25.12 1.47 100.00

Other services 7.32 1.63 5.69 9.29 80.16 33.70 46.46 3.22 100.00

Italy

Total economy 11.23 2.68 8.55 25.80 47.62 12.98 34.63 15.35 100.00

Agriculture,
forestry, and fishing

15.94 0.25 15.69 �0.62 42.24 5.87 36.37 42.45 100.00

Mining and
quarrying

21.26 1.09 20.17 52.65 17.83 6.50 11.33 8.26 100.00

Manufacturing 22.33 2.61 19.72 5.38 48.02 10.44 37.57 24.28 100.00

Electricity, gas,
and water supply

24.98 2.55 22.44 39.32 22.66 4.78 17.88 13.04 100.00

Construction 10.51 1.07 9.44 12.11 39.69 2.77 36.91 37.69 100.00

Wholesale, retail
trade;
accommodation and
food service

8.26 1.62 6.64 11.11 54.84 6.60 48.24 25.79 100.00

Transportation and
communications

21.45 7.07 14.38 26.11 36.59 5.44 31.14 15.85 100.00

Financial, real state,
and business
services

6.79 3.44 3.35 54.21 36.08 12.17 23.91 2.91 100.00

Other services 6.69 1.60 5.08 11.41 69.33 27.35 41.98 12.57 100.00
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TABLE 14.6 Knowledge and non-knowledge compensation over GVA by industry. International comparison, 2015a

(percentage of each industry GVA).dcont'd

Knowledge-intensive capital

Non-
knowledge-
intensive
capital

Knowledge-intensive labor

Non-
knowledge-
intensive
labor

Total
GVATotal

ICT-
knowledge
eintensive
capital

Other
knowledge
eintensive
capital Total

Knowledge-
intensive
labor.
High

Knowledge-
intensive
labor.
Medium

Spain

Total economy 12.40 3.84 8.56 25.49 47.28 32.87 14.42 14.83 100.00

Agriculture,
forestry, and
fishing

26.73 0.22 26.51 37.32 14.83 6.74 8.09 21.12 100.00

Mining and
quarrying

28.83 2.23 26.60 12.95 37.55 25.78 11.77 20.67 100.00

Manufacturing 20.54 3.50 17.03 21.06 40.61 26.57 14.04 17.79 100.00

Electricity, gas,
and water supply

35.21 7.57 27.64 36.72 20.87 14.86 6.01 7.19 100.00

Construction 6.95 0.36 6.60 31.86 34.61 20.95 13.66 26.58 100.00

Wholesale, retail
trade;
accommodation
and food service

10.49 2.13 8.36 13.04 48.04 24.03 24.01 28.42 100.00

Transportation
and
communications

28.07 10.66 17.41 19.48 37.70 21.70 15.99 14.75 100.00

Financial, real
state, and
business services

8.26 5.37 2.90 46.70 39.71 31.17 8.54 5.33 100.00

Other services 5.38 2.48 2.90 11.33 73.12 57.92 15.20 10.17 100.00

United Kingdom

Total economy 11.51 2.89 8.62 22.10 58.32 35.61 22.71 8.08 100.00

Agriculture,
forestry, and
fishing

11.56 0.19 11.37 �14.73 79.84 40.31 39.53 23.33 100.00

Mining and
quarrying

28.20 3.86 24.34 14.60 51.59 37.62 13.97 5.61 100.00

Manufacturing 17.15 2.51 14.64 4.23 67.80 37.92 29.88 10.82 100.00

Electricity, gas,
and water supply

30.00 2.96 27.04 30.13 36.82 21.51 15.31 3.05 100.00

Construction 2.85 0.43 2.42 6.00 75.16 27.32 47.84 15.99 100.00

Wholesale, retail
trade;

14.33 3.25 11.09 14.16 56.48 21.29 35.19 15.03 100.00

(Continued)
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TABLE 14.6 Knowledge and non-knowledge compensation over GVA by industry. International comparison, 2015a

(percentage of each industry GVA).dcont'd

Knowledge-intensive capital

Non-
knowledge-
intensive
capital

Knowledge-intensive labor

Non-
knowledge-
intensive
labor

Total
GVATotal

ICT-
knowledge
eintensive
capital

Other
knowledge
eintensive
capital Total

Knowledge-
intensive
labor.
High

Knowledge-
intensive
labor.
Medium

accommodation
and food service
Transportation
and
communications

20.27 5.21 15.06 6.99 56.99 28.72 28.27 15.75 100.00

Financial, real
state, and
business
services

10.09 3.55 6.53 44.45 41.91 29.59 12.32 3.55 100.00

Other services 6.89 1.77 5.12 7.06 80.23 59.16 21.07 5.83 100.00

Note: In Germany, France, Italy, and United Kingdom capital compensation of non-knowledge assets is negative in the case of Agriculture,
forestry, and fishing; and Mining and quarrying.
a 2013 for Brazil, 2014 for Canada, Colombia, and Italy.
Source: Bureau of Economic Analysis (BEA): Industry economic accounts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau
of Labor Statistics (BLS): Current employment statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and pro-
ductivity accounts, 2018. Available at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at:
https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-
bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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FIGURE 14.13 Dispersion of the knowledge-based GVA share among sectors. International comparison, 2000e15 (coeffi-
cient of variation). (A) American countries. (B) European countries. Source: Bureau of Economic Analysis (BEA): Industry economic
accounts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau of Labor Statistics (BLS): Current employ-
ment statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and productivity accounts, 2018.
Available at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at:
https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/
la-klems/tpl/top-bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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14.5.1 Shift-share analysis

Lastly, we will use the shift-share technique to
analyze the determinants of the knowledge-
based economy’s share of GVA (represented in
Fig. 14.1). Shift-share analysis is widely used to
decompose the changes in an aggregate variable
over time into three components: within-
industry effect, sectoral static effect, and sectoral
dynamic effect. It thus allows us to explain the
changes in the knowledge intensity of GVA
(YK/Y) over a specific period of time (0 to T) as
follows:

where YK
T

YT
� YK

0
Y0

is the change in knowledge inten-
sity between years 0 and T, j is the industry,
and qjT is the share of GVA in industry j in
year T.

The within-industry effect shows the growth
of knowledge intensity that would have
occurred even without any structural change,
i.e., due to the aggregate knowledge intensity
gains (positive sign) or losses (negative sign)
arising from internal improvements in knowl-
edge intensity within each industry. The sectoral
effect captures the consequences of the realloca-
tion of factors between sectors toward industries
with a higher initial level of knowledge intensity
(static effect) or with a higher rate of knowledge
intensity growth (dynamic effect).

The results of this decomposition for the
period 2000e15 appear in Table 14.7 and a sum-
mary of the within-industry and sectoral effects

(without distinguishing between static and dy-
namic), in Fig. 14.14. The main results can be
summarized as follows. First, the within-
industry effect is by far the most important
determinant of the knowledge intensity varia-
tion in all countries. In all the countries except
the United States and Canada, it is the within-
industry effect that explains the intensification
in the use of knowledge in production. The
within-industry effect is especially large in Chile,
Colombia, Mexico, France, and Spain. Second,
the sectoral effect had a negative impact in all

the countries, with the sole exception of Spain.
In most of the countries this negative impact is
attributable to both the static and the dynamic
effect. The dynamic component had a negative
impact in all the countries, while the static
component had a nil impact inMexico and a pos-
itive impact only in Brazil and Spain. These re-
sults show that the change in the sectoral
composition of GVA during these years did not
contribute to the growth of knowledge-based
GVA, except in the case of Spain.

The main conclusion to be drawndfrom the
perspective of designing public policies aimed at
improving an economy’s knowledge intensitydis
that it is important to facilitate the penetration
of knowledge-intensive assets (both capital and
labor) in all sectors of the economy, since the
structural change from less to more knowledge-
intensive sectors does not seem to play a role.

YK
T

YT
�YK

0
Y0

¼
XJ
j¼ 1

qj0

 
YK
jT

YjT
�
YK
j0

Yj0

!
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Within�industry effect

þ
XJ
j¼ 1

�
qjT � qj0

�YK
j0

Yj0|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Static effect

þ
XJ
j¼ 1

�
qjT � qj0

� YK
jT

YjT
�
YK
j0

Yj0

!
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
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Sectoral effect

(14.9)
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14.6 Conclusions

The proposed metric calculates the knowl-
edge content of an economy based on more ac-
curate and disaggregated measurements of

human and physical capital services by branch
of activity. To compute the size and composi-
tion of the knowledge economy, we have used
a broad definition of knowledge-based inputs
that includes ICT and machinery and

TABLE 14.7 Shift-share analysis of the knowledge-based GVA weight. Average 2000e15a (percentage points).

USA Canada Brazil Chile Colombia Mexico France Germany Italy Spain UK

Within-industry effect �0.11 �0.04 0.26 0.46 0.41 0.44 0.44 0.16 0.30 0.50 0.32

Sectoral effect �0.06 �0.12 �0.09 �0.13 �0.09 �0.03 �0.07 �0.05 �0.04 0.06 �0.07

Static effect �0.04 �0.10 0.02 �0.07 �0.08 0.00 �0.06 �0.03 �0.02 0.07 �0.05

Dynamic effect �0.02 �0.03 �0.10 �0.06 �0.02 �0.03 �0.01 �0.02 �0.01 �0.02 �0.03

Total L0.16 L0.16 0.17 0.33 0.31 0.41 0.37 0.11 0.27 0.56 0.25

a 2000e13 for Brazil, 2000e14 for Canada, Colombia, and Italy.
Source: Bureau of Economic Analysis (BEA): Industry economic accounts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau
of Labor Statistics (BLS): Current employment statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and pro-
ductivity accounts, 2018. Available at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at:
https://www.cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/top-
bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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FIGURE 14.14 Shift-share analysis of the knowledge-based GVA weight. Average 2000e15* (percentage points). *
2000e13 for Brazil, 2000e14 for Canada, Colombia, and Italy. Source: Bureau of Economic Analysis (BEA): Industry economic ac-
counts, 2018. Available at: https://www.bea.gov/data/economic-accounts/industry. Bureau of Labor Statistics (BLS): Current employment
statistics (CES), 2018. Available at: https://www.bls.gov/ces/. EU KLEMS: EU KLEMS growth and productivity accounts, 2018. Avail-
able at: http://www.euklems.net/. LA KLEMS: Productividad y crecimiento econ�omico en Am�erica Latina, 2018. Available at: https://www.
cepal.org/cgi-bin/getprod.asp?xml¼/la-klems/noticias/paginas/9/40269/P40269.xml&xsl¼/la-klems/tpl/p18f-st.xsl&base¼/la-klems/tpl/
top-bottom.xsl. Statistics Canada, World KLEMS and own elaboration.
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equipment assets as capital inputs and the
highest and medium levels of educational
attainment as labor inputs. Once the
knowledge-based inputs have been identified,
we quantify the portion of income which
remunerates the services these factors provide
(capital and labor compensation, in KLEMS ter-
minology) and, by extension, their contribution
to GVA. This chapter analyzes the behavior fol-
lowed by 11 countries: six American countries
(the United States, Canada, and four Latin-
American countries, namely, Brazil, Chile,
Colombia, and Mexico) and five big European
countries (France, Germany, Italy, Spain, and
the United Kingdom). The period covered is
2000e15, which is the latest year available for
all the countries. The information comes from
the most updated releases of EU KLEMS, LA
KLEMS, and the KLEMS databases for Canada
and the United States.

The study confirms the important role of
knowledge-intensive inputs in advanced econo-
mies, but also in less developed ones, as
knowledge-based GVA accounts for more than
50% of total GVA in all countries analyzed
(with the sole exception of Colombia). However,
as expected, the more developed countries of
North America and Europe (Germany, France,
and the United Kingdom) have a higher penetra-
tion of the knowledge-based economy than the
less developed ones. Among the Latin-
American countries, Chile stands out, with
higher levels of knowledge-based GVA than
either Italy or Spain. All the countries except
the United States and Canada have experienced
an increase in the knowledge economy. In fact,
the most dynamic countries in this respect have
been the less developed ones, with Colombia
and Chile taking the lead, followed by Brazil
and Mexico, which points to a process of conver-
gence during the period 2000e15. The conver-
gence is the result of the countries that started
out in last place having improved at a faster
rate than the leader, Italy being the only excep-
tion to this general pattern.

At the same time, the four Latin-American
countries also show a more dynamic behavior
in the non-knowledge economy. The general pic-
ture is of less dynamic European countries, in
contrast to very dynamic Latin-American coun-
tries. The United States and to a lesser extent
Canada also show a more dynamic behavior
than the European countries, especially in the
non-knowledge economy.

In terms of knowledge-based GVA per capita,
the United States leads, followed by Canada, the
five European countries (in this order: Germany,
France, the United Kingdom, Italy, Spain), and
then the four Latin-American countries (with
Chile in the lead and Colombia in last place).
All 11 countries experienced an increase in
knowledge-based GVA per capita between
2000 and 2015.

Of the six knowledge-intensive and non-
knowledge-intensive components into which
capital and labor are disaggregated, ICT-
knowledgeeintensive capital has the lowest share,
below 5% in all countries. The component with the
second lowest share is Non-knowledge-intensive la-
bor. For the remaining four components of the
decomposition the contributions vary between
countries and years. Focusing on the last year
(2015), the Latin-American countries stand out
for their relatively higher share of Non-knowledge-
intensive capital (linked to non-residential and resi-
dential structures) and their relatively lower share
of medium-skilled labor. Medium-skilled labor
has a significant share in Germany, Canada, and
Italy, while in Spain, France, and the United
Kingdom the share of high-skilled workers is
larger. The United States has the highest contribu-
tion of ICT capital of all the countries and, together
with Canada, one of the lowest contributions of
low-skilled workers. The component with the
largest contribution in the more advanced coun-
tries is high-skilled labor, followed by medium-
skilled labor.

In termsof contribution toGVAgrowth (which
is the result of combining GVA shares with the
rates of growth of individual assets or types of
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labor), in most of the countries Knowledge-
intensive labor contributed more than
Knowledge-intensive capital. Within Knowledge-
intensive labor, high-skilled workers generally
contributed more than medium-skilled workers.
The contribution of Knowledge-intensive capital
was negative in France, the United Kingdom,
and Italy; and the contribution of ICT capital
was negative in Germany, Italy, and Brazil. In
a set of countries the contribution of Non-
knowledge-intensive capital was higher than that
of its Knowledge-intensive counterpart. However,
in all of the countries, without exception, the
contribution of Knowledge-intensive labor was
higher than that of its Non-knowledge
counterpart.

The disaggregation by industry provides
further insights into the composition of the
knowledge economy. Generally speaking, the in-
dustries that contribute most to the knowledge-
based economy in almost all the countries are
Other services (basically, Public Administration,
Health, and Education) and Financial, real estate,
and business services. This is mainly due to the
contribution of workers with higher levels of
educational attainment. In contrast, Agriculture,
forestry, and fishing and Mining and quarrying
are, broadly speaking, non-knowledge activities,
with responsibility split between labor and cap-
ital depending on the country analyzed. An
interesting, though expected insight is that the
more developed a country is, the higher the
penetration of the knowledge-based economy
in all sectors of its economy.

Overall, we can say that there are important
differences among the countries analyzed in
terms of their knowledge-based economy, but
two facts are worth highlighting. First, as ex-
pected, the more developed countries have a
higher share of knowledge-based GVA, but
the less developed countries are the ones in
which the knowledge economy is growing fast-
est. Thus, a certain process of convergence can
be observed, though it is probably not fast
enough to close the gap in the near future. In

addition to the knowledge intensity differences
between countries, the differences in knowl-
edge intensity between sectors within the
same country are important as well and there
is no general pattern of convergence toward
less dispersion between them.

Finally, the results of the shift-share analysis
point to the within-industry effect as the main
determinant of the shift toward a more
knowledge-based economy. Themain conclusion
to be drawndfrom the perspective of the design
of public policydis that it is important to facili-
tate the penetration of knowledge-intensive as-
sets (both capital and labor) in all sectors of the
economy, since the change in productive special-
ization from less to more knowledge-intensive
sectors does not seem to play an important role.
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15.1 Introduction and key findings

Whether estimates of GDP still provide a
good measure of growth in a digitalized econ-
omy has become a topic of debate. Several aca-
demic and business economists1 have
suggested that the overlooked output generated
by the digital economy, including from products
perceived as welfare-enhancing, could be large
enough to explain the productivity slowdown
that began in the mid-2000s and that growth of
material living standards has far outstripped
growth as measured by GDP. Possible inade-
quacies of GDP concepts and methods for
measuring the digital economy have even been
a focus of articles, for instance, in The
Economist,2 Les Echos,3 or Computer Weekly.4

On the other side of the debate, several ana-
lyses have found that many of the criticisms of
GDP statistics are based on misunderstandings

of the conceptual framework and purpose of
GDP or on exaggerated perceptions of the likely
size of the effects. Ahmad and Schreyer (2016)
considered how nominal GDP measurement is
affected by digitalization and concluded that
existing GDP concepts remain sound. Syverson
(2017) concluded that mismeasurement is un-
likely to be explanation for the productivity
slowdown. Ahmad et al. (2017) developed alter-
native price and welfare measures for several
items and found relatively small impacts on
GDP growth. Byrne et al. (2016) found that the
mismeasurement of US productivity is small
compared to the magnitude of the productivity
slowdown and did not grow when productivity
slowed. Similarly, based on a careful assessment
of sources of bias in the measurement of output,
prices, and productivity, Moulton (2018) found
that the overstatement of the consumer price in-
dex (CPI) and of the deflator for personal

1 Examples include Brynjolfsson and McAfee (2014), Bean (2016), and Feldstein (2017).
2 https://www.economist.com/news/briefing/21697845-gross-domestic-product-gdp-increasingly-poor-measure-
prosperity-it-not-even.
3 Interview with Henri de Castries, Chief Executive AXA Assurance, Les Echos 31 August 2015.
4 http://www.computerweekly.com/opinion/Why-were-measuring-the-digital-economy-in-the-wrong-way.
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consumption expenditure in the United States
has fallen, not risen, over the past 20 years.

Welfare changes from new and free digital
products are conceptually relevant for under-
standing consumer inflation both as measured
by the CPI and as measured by household con-
sumption deflator. For the CPI, however,
capturing many of these welfare changes will
probably require a supplementary version of the
index that can be revised (such as the chained
CPI of the US Bureau of Labor Statistics). The offi-
cial CPI has some important purposes that require
a conservative approach to treating subjective in-
creases in satisfaction from the appearance of
novel goods as price reductions, and its com-
pressed publication timetable with no revisions
limits the extent of quality adjustment that is prac-
tical.Also, lags inbringingnewgoods into theCPI
mean that early prices changes for new goodsd
often downwarddtend to be missed. In contrast,
the household consumption deflator is well-
positioned to capturemost of thewelfare changes.
Welfare from the appearance of novel kinds of
new goods is conceptually appropriate to include
in real consumption growth (though not always
measurable in practice), and the revision process
for the household consumption deflator affords
opportunities for sophisticated quality adjust-
ment and for additional consideration of early
price changes of new goods.

In this chapter, we take a broad look at the
possible sources of error in capturing digital prod-
ucts in the price and volume measures for house-
hold consumption in national accounts. While all
the components of final demand could potentially
play a role in mismeasurement of real GDP,5

household consumption represents the most
important part of GDP in OECD countries (some-
what more than 60% on average) and price mea-
sures of household consumption are a key gauge
of inflation, with a multitude of applications. As

summarized in Table 15.1, the claims that pricesd
and, by implication, growthdof household con-
sumption are being mismeasured largely revolve
around three potential sources of distortion:

(1) incomplete adjustment for quality change in
products or distribution channels, i.e., the
treatment of new, and often improved,
varieties of existing digital products; the
treatment of new digital products that
replace existing nondigital products; and
improved variety selection of digital and
nondigital products;

(2) neglected welfare gains or cost savings from
truly novel digital products when these are
introduced into price indexes too slowly; and

(3) neglected welfare gains from free digital
products when there is no imputation of
shadow prices.

Although digitalization clearly poses some
genuine measurement challenges, we argue in
Section 15.2 that the welfare effects of truly novel
products at their point of introduction (2) and
free products (3) are best addressed as part of
welfare measurement “beyond GDP” rather
than within an official price index. The argu-
ments for this are both conceptual and practical.

We calculate upper-bound impacts on the
deflator for household consumption arising
from the various effects that are part of (1)d
quality change in existing digital products, digi-
tal replacement of nondigital products, and
improved variety selectiondby considering
each effect in turn. We assume a bias in the price
index for each of these categories that we view as
the maximum plausible but not necessarily as
the most plausible and apply an average weight
calculated from detailed data sets on the weight-
ing structure of household consumption in
OECD countries. Using 2015 weights, the upper
bound revision to the growth rate of the

5 For instance, ICT investment deflators are identified as a source of downward bias by Byrne and Corrado
(2017a,b,c).
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household consumption deflator from
completely adjusting for quality change in digi-
tal products is around �0.4 percentage points
per year; the upper bound adjustment from
cost savings from new digital products that
directly replace a nondigital product is
about �0.1 percentage points; and the impact
of adjusting for the widespread, but small, wel-
fare effect from improved variety selection
is �0.05 percentage points. A correction in the
order of over half a percentage point to annual
real consumption growth would be significant.
Nonetheless more than half of the gap between
the postslowdown and preslowdown rates of
productivity growth would remain even
without considering the corrections for sources
of mismeasurement in the preslowdown era.

15.2 Quality change in existing product
lines, truly novel products, and free

products

15.2.1 Quality change in existing
product lines

Price indexes for aggregates like household
final consumption are built from elementary
price indexes that cover a single product, or nar-
row product stratum. The elementary indexes
are compiled from microdata on individual

prices of different product varieties and from
different sellers.

Constructing a price index for a product
would be rather straightforward if the character-
istics of the varieties available for purchase never
changed. For products with high technological
content, however, new models embodying the
latest technology often appear as replacements
for older models or as new varieties. Accurate
measurement of real growth when technology
is changing therefore requires product-level
price indexes that properly adjust for the quality
change implied by changes in characteristics.

The basic approach used to construct elemen-
tary price indexes is to select a sample of repre-
sentative varieties and sellers, and then
compare prices of the same varieties and sellers
over time. Because like is compared with like,
such a matched-model approach produces a
pure measure of price change with no risk of
distortion from variation in quality. However,
products’ characteristics tend to evolve over
time, with new models appearing in the market
and existing ones disappearing. Replacement of
items in the sample that disappear from the mar-
ket (“forced replacements”) is one of the chal-
lenges faced by price statisticians.

There are four possibilities for handling a
forced replacement: direct comparison, quality-
adjusted comparison, linking with price changes
of the continuing items used to impute the

TABLE 15.1 Sources of welfare effects.

1. Quality change in existing product lines
2. Appearance of truly
novel products

3. Appearance and use of free
products

(a) Quality change in existing digital products through
evolving characteristics embodied in new varieties of
digital products (e.g., computers)

e.g., smartphones e.g., free communication services
through apps

(b) Digital replacement of nondigital products
(e.g., streaming services replacing CDs)

(c) Improved variety selection among products, digital
and other (e.g., clothing, books)

Note: This categorization is for the present analytical purpose only and not necessarily a general classification of how industries are affected by
digitalization.
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change in the missing price, and linking with
overlapping prices.6 A direct comparison of the
prices of the original and replacement models
is appropriate when the replacement model has
similar characteristics and can be assumed to
represent the same quality level. In this case,
the replacement model is treated as a continua-
tion of the original model and the entire differ-
ence between the last observed price of the
original model and the first observed price of
the replacement model is identified as inflation.
Inflation will be overstated if the replacement
model is actually of significantly higher quality.

Second, the missing price may be imputed by
adjusting the price of the replacement model for
the quality change implied by the differences in
characteristics from the original model. In effect,
the quality adjustment makes it possible to treat
the replacement item as a virtual continuation
of the original model. The accuracy of the quality
adjustment will determine whether the resulting
price index suffers from an upward or down-
ward bias.

Third, if the changes in characteristics are too
extensive to estimate the value of the quality
change given the resources available, the index
must be linked. Often collection of the replace-
ment model’s price begins only after the original
model has exited. In this case, the item is left out
of the price comparison in the period of the exit,
the initial price of the replacement model being
set aside until it can be compared to a second
price of the same model. Leaving the item out
of the index amounts to assuming that the true,
quality-adjusted price of the item at hand has
moved at the same rhythm as the average price
change of the other items in the product line.
This is, in fact, an implicit way of making a qual-
ity adjustment based on the difference between

the (inflation-adjusted) final price of the exiting
model and the initial price of the replacement
model. Whether the method generates an up-
ward or a downward bias in the price index de-
pends on whether the implicit quality
adjustment is less than or more than the true
quality difference.

A less common case is when the price of the
replacement model begins to be collected while
the original model is still available. Overlapping
prices make it possible to include the exiting
model in the price comparison for the link
month. The implicit assumption in a link with
overlapping prices is that the price difference be-
tween the exiting and replacement models is
entirely due to quality. The direction of the bias
would again depend on whether the implicit
quality adjustment understates or overstates
the true quality change associated with the
model replacement.

Whether reliance on these methods for
handling changes in the sample over- or under-
states inflation is unclear a priori and cannot
necessarily be judged on the observation of ris-
ing or falling quality of a product alone. Howev-
er, many authors have examined the overall
treatment of variety entry and exit, typically
finding an overstatement of inflation due to
underadjustment for quality improvements, or
because the entering varieties that are linked
into the index have high reservation prices. For
example, Aghion et al. (2019) argue that using
price changes of continuing products to approx-
imate price changes of new varieties (method 3)
leads to an overestimation of inflation.7

Forced replacements are not the only way
new models and new products enter an elemen-
tary index. Planned item replacements some-
times occur as part of sample refreshments.

6 For a full discussion of methods and consequences, see (Triplett, 2006, pp. 22e23), the International Consumer Price
Index Manual (ILO et al., 2004), and Diewert et al. (2017a).
7 However, these results must be interpreted with much caution because they rely on strong assumptions to identify
the evolution of the market share of continuing products and to translate it into changes in a cost of living index.
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Sample refreshments help to keep the sample
representative and are also occasions for
bringing in new products and product varieties.
In a sample refreshment, a newly selected sam-
ple is “linked in,” and the old sample is “linked
out.” The first period the new sample comes in is
also the last period for which the old sample is
used. Any quality difference between them that
is not fully reflected in their relative prices will
not be captured, as the linking procedure as-
sumes that the market is always in a state of per-
fect equilibrium in which apparent price
dispersion really stems from quality differences.
In the case of a product undergoing significant
quality improvement, the failure to adjust for
the higher average quality of the items in the
sample being linked in may cause the index to
overstate the product’s price change (Moulton
and Moses, 1997).

An important question concerns the fre-
quency of sample refreshment and how quickly
new products are brought into the price index.
Late introduction can lead to price declines early
in the life cycle being missed, a problem that is
particularly relevant for digital products. Gools-
bee and Klenow (2018) constructed a digital
price index as an alternative to the CPI for prod-
ucts sold online. They emulate the basic CPI
matched-model methodology, where price
changes are assessed as the weighted average
of those models whose prices can be observed
in consecutive comparison periods (method 3
above). The Adobe data set used by Goolsbee
and Klenow (2018) allows for a much speedier
and finer identification of entering and exiting
products than standard CPI sampling proced-
ures and they find a significantly lower rate of
inflation in their digital price index (�1.6% per
year for 2014e17) than in the corresponding cat-
egories of the CPI (�0.3%). Thus, the rapid

inclusion of new products and the timely exclu-
sion of exiting products appear to be an impor-
tant factor in matched-model price indexes.

Sample refreshments are also an occasion for
bringing new outlets into the sample for an
elementary index.8 Reinsdorf (1993) investigated
sample refreshments to update the outlet sample
to reflect current shopping patterns for food and
gasoline. The outlets in the newly selected sam-
ples had systematically lower prices, but the
linking procedure prevented the index from
reflecting consumers’ savings from substitution
to lower-priced outlets, a problem known as
outlet substitution bias. Digitalization has again
raised the question of outlet substitution bias as
consumers have substituted online shopping
for shopping in physical stores. The evidence
on whether prices are lower online is mixed.
On the one hand, retailers with both an online
and offline presence tend to offer the same price
both places (Cavallo and Rigobon, 2016). But on
the other hand, Cavallo (2017) finds that Ama-
zon’s online prices are, on average, 5% lower
than offline prices. If a product is 5% cheaper on-
line, gains in the online market share at the rate
of 2 percentage points per year would cause an
overstatement of 0.1 percentage points in the
growth rate of the product’s price index.

Much less investigated, but not to be over-
looked, is whether quality change of some digital
products may systematically be overstated. Ex-
amples of quality declines that are not captured
in price measures include programmed obsoles-
cence of certain consumer products, after-sales
services that are purely machine-based, or the
requirement to purchase new models of mobile
phones and computers in the absence of back-
ward compatibility of new software with older
hardware. There is also the case of digitally
enabled services where the consumer must

8 New outlets may also enter as forced replacements. In this case, the new outlet is linked into the index. The price
observations from the new outlet are generally not treated as a continuation of the observations from the previous
outlet, even if they both sell the same item.
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supply a labor input as part of the transaction,
for instance, self-checkout in stores or self-
check-in on airports. Whether these constitute
quality improvements or declines is a matter of
debate and personal perception, but it is clear
that these changes to self-service are not
accounted for in official price indexes.

To summarize, quality adjustment of replace-
ments for existing products within a sample, and
of new products coming in during sample re-
freshments, may miss some quality change.
The overlooked quality change and cost of living
effects could be in either direction, but for digital
products benefitting from new technology,
insufficient capture of quality improvements is
more likely. The consequences of possible biases
can be significantly attenuated by bringing new
products into the sample early in their life
through frequent sample updates.

15.2.2 Truly novel products

In addition to the new products and varieties
that replace existing products and varieties, truly
novel products are occasionally invented. Such
goods and services are recognizable by the
entirely new characteristics and service flows

that they offer, or by the entirely new waydand
typically much more efficient waydby which
service flows are generated; historical examples
are the introduction of electricity, automobiles,
or air conditioning (“tectonic shifts,” in the ter-
minology of Nordhaus, 1996).9 These entirely
new products (or associated services) are too
different from any existing product to estimate
the quality adjustment needed for a comparison
to an existing product. They must therefore enter
as an “added line” in the structure of product
strata of the top-level index. This entails adjust-
ing the weights to make room for the new
elementary index and linking the new elemen-
tary index into the top-level index as part of a
general updating of the item strata definitions
and weights. The delay in bringing them into
the index until the next update of the basket
structure and weights poses a risk of bias
because, depending on the pricing strategy and
market conditions, novel products may initially
exhibit distinctive price change behavior. The
most common pattern is for prices of truly novel
products to decline quickly at first, so the bias is
upward. A key issue with entirely new products
is, then, avoiding a delay in getting them into the
price index.10

9 Nordhaus (1996) distinguishes between transaction prices of the purchased products and the shadow prices of
service flows derived from these purchased goods. He argues that a true cost-of-living index (COLI) should be an
index of the cost of service flows, which implies regrouping products by their contribution to consumer services such
as transportation or entertainment: “For revolutionary changes in technology, such as the introduction of major in-
ventions, traditional techniques simply ignore the fact that the new good or service may be significantly more efficient
[in producing flows of services]. Consider the case of automobiles. In principle, it would be possible to link auto-
mobiles with horses so as to construct a price of travel, but this has not been done in the price statistics for just the
reasons that the true price of light was not constructed. Similar problems arise as televisions replace cinemas, air travel
replaces ground travel, and modern pharmaceuticals replace snake oil” (p. 56).
10 A chained index that tracks the entire path of the new good’s price from its high starting point to its lower long-run
equilibrium, with weights reflecting the rising quantities, could closely approximate the welfare gain. A pioneering
study in this area dates back some 25 years: Berndt et al. (1993) found that prices of new pharmaceuticals fell relative
to the prices of older pharmaceuticals, reflecting a pricing strategy by drug manufacturers that raised the prices of
older brands when new generic drugs entered the market. The authors constructed an alternative price index that
brought new pharmaceuticals in as soon as they became available. It showed substantively lower price change than
the official US price index for pharmaceuticals. This led to a modified sampling procedure by the US Bureau of Labor
Statistics (Triplett, 2006, p. 112).
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There is another, more basic issue with new
goods. Their standard treatment in price index
compilation links them into the index basket in
a way that prevents any immediate effect on
the index. But from a conceptual point of view,
consumer welfare in the period prior to introduc-
tion of the new good is the same as if a price
existed that was just high enough to drive de-
mand for that good to zero (Hicks, 1940). The dif-
ference between this unobserved “reservation
price” and the observed price at the moment of
entry is not captured in traditional price indexes.
From a welfare perspective, the standard treat-
ment misses part of the effect of new products
on consumers’ living standards.11

There is no agreed methodology for imputing
reservation prices of new goods, and, in practice,
no attempts have been made to include them in
official price indexes.12 There is thus a question
of whether the unmeasured consumer welfare
effects generated by the appearance of truly
new digital products are significant. The answer
is likely to be yes, but even rather large absolute
welfare effects do not automatically entail large
corresponding adjustments to aggregate defla-
tors, and aggregate real growth. The reason is
the small weight that typically attaches to
recently introduced products.

15.2.3 Free products

Many empirical studies of the value of new
and free products have found that important
gains for consumers are insufficiently picked
up by consumption price indexes. For instance,

Brynjolfsson and Oh (2012) investigate welfare
gains from the Internet and conclude:

Our key findings are as follows: the average incre-
mental welfare gain from the Internet between the
years 2002 and 2011 is about $38 billion per year [for
the United States]. Of that amount, we estimate that
about $25 billion accounts for the consumer surplus
from the free digital services on the Internet. This cor-
responds to about 0.19% of annual GDP. In contrast,
the welfare estimates are significantly lower when
we estimate it in a traditional way, relying only on
money-based expenditures. The best estimate of the
annual incremental welfare gain is only about $2.7
billion when we do not consider the value of time.
This is about 7% of the estimate derived from our
preferred model.

In addition, Varian (2011) puts a $65 billion
figure on the value to US consumers of time sav-
ings from Google’s search engine, and Bughin
(2011) estimates the consumer surplus from the
Internet to be about $64 billion based on a survey
where users stated their preferences. However,
multiplying the $17,530 median willingness-to-
accept to forego access to Internet search engines
found by Brynjolfsson et al. (2018) by the num-
ber of adult Internet users in the United States
would imply a surplus of almost $3.8 trillion,
or 30% of personal consumption expenditures
in the US national accounts.

Often, the digital goods examined in these
studies are available free of charge to consumers.
This increases consumer choice and consumer
welfare. The question is whether, and if so,
how and when, free goods should be reflected
in consumption price indexes.

From a cost-of-living perspective, with all
observed prices unchanged but new kinds of

11 For reasons of symmetry, a reservation price should also be imputed for disappearing products. In the disappearing
product case, the effect on the index of the imputation would be upward.
12 Indeed, there is not even a consensus on the need to do so. Although proponents of the cost-of-living-index (COLI)
approach take a sympathetic view of imputing a reservation price, as called for by theory, proponents of a more
traditional cost-of-goods-index (COGI) approach do not favor imputation of reservation prices. For a discussion of the
COGI approach, see National Research Council (2002). Hausman (1996) is a widely cited study of introducing a
reservation price for new variants of cereals.
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free digital services becoming available, the price
index should decline to reflect the rise in living
standards. This would occur by introducing
free products into the price index and assigning
shadow prices to them. Consider a situation
where households’ utility depends on a vector
of products q h [q1, q2,.qN] with a positive
price ph [p1, p2,. pN] and a set of “environ-
mental variables” z h [z1, z2,. zM] for which
there is no market price. This could be environ-
mental variables in the sense of the term such
as clean air or free digital products. Consumer
utility is then given by u ¼ f(q,z)13 and the corre-
sponding variable or conditional cost function
(McFadden, 1978) is:

Cðu;p; zÞ ¼ minqðp $ q : fðq; zÞ�uÞ. (15.1)

C(u,p,z) thus indicates the minimum expendi-
ture consumers incur on market products q
given p and z. It can be shown that C is linearly
homogenous and nondecreasing in p and nonin-
creasing in z. A cost of living price index (Kon€us,
1939) conditioned on environmental variables z
is then given by:

Pðu;p1;p0; zÞ ¼ Cðu;p1; zÞ=Cðu;p0; zÞ. (15.2)

By holding z constant, Eq. (15.2) reflects the
standard approach of defining the COLI as condi-
tional on a fixed level of the environmental vari-
ables and considering only priced goods in
constructing price indexes that estimate the
COLI. Although it is generally necessary to hold
the environmental variables constantda point
emphasized by the National Research Council
(2002) paneldresearchers have considered
models in which the free products supplied by
digital platforms are treated as an environmental

variable that could change. To compute a price in-
dex that estimates Eq. (15.2) from just market pri-
ces and quantities, the usual assumption is thus
that the “free” goods z remain unchanged.14

This is, however, a strong assumption in an envi-
ronment of rapidly emerging free digital prod-
ucts. Another possibility is to follow Diewert
(2000), who shows that under the assumption
that the effects of the changes in z on the con-
sumption basket are monotonic, the changes in
z can be accommodated using a superlative price
index number formula,15 in the sense that the su-
perlative index corresponds to some average level
of z between the periods of comparison.

While the assumption of monotonic effects is
a less stringent requirement than an unchanged
z, it still makes the COLI conditional on environ-
mental variables, including the free products,
and therefore does not reflect cost-of-living de-
creases due to the introduction of free digital
products. What would a price index that makes
explicit allowance for such free products look
like? Diewert and Fox (2016) demonstrate that
the inclusion of free products into the con-
sumers’ cost minimization leads to a cost func-
tion of the form C(u,p,w), where w represents
shadow prices for each free product. Under
cost minimization, it holds that w h �Vz
c(u,p,z), i.e., shadow prices correspond to the
marginal change in total costs to consumers
due to the use of one additional unit of a free
product. As Diewert and Fox (2016, p.11) point
out: “[these are] . the appropriate prices to
use when valuing the services of free goods in or-
der to construct cost of living indexes or mea-
sures of money metric utility change.” Given
shadow prices and quantities of free products,

13 The utility function u(q,z) is continuous and quasi-concave, and increasing in q and z.
14 The more formal assumption that allows z to be ignored is separability of the cost function c(u,p,z) ¼ f(u)h(p)g(z).
15 Diewert (1976) defined a price index to be superlative if it is exact for a unit cost function capable of providing a
second-order differential approximation to an arbitrary twice-differentiable linearly homogeneous function. The
Fisher index formula used in the US national accounts is an example of a superlative form.
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these would be introduced into the price index
number formula just like any market product.

Unfortunately, there are two issues here. First,
where would shadow prices to value the change
in z come from? Another, more fundamental
question is whether shadow prices should be
introduced in a consumption price index in the
first place. We consider these questions in turn.

If the free products are available in unlimited
quantities, under the assumptions of cost mini-
mization, consumption will expand to the point
where Vz c(u,p,z) ¼ 0, making the postentry
shadow price equal to 0. However, the preentry
reservation price is not zero, and the consumer
surplus from the change in z from its preentry
quantity of zero to the quantity consumed
when it is freely available equals the area under
the demand curve from the reservation price
down to the postentry shadow price of zero.
Quality improvements in existing free products
also generate consumer surplus.

Concerning the measurement of the consumer
surplus, one option is assessing the consumer’s
willingness to accept a payment to give up free
products via surveys or indirect measurement
tools.16 One such indirect tool has been tried:
Brynjolfsson et al. (2018) designed a sequence
of discrete choice experiments to elicit US con-
sumers’ willingness-to-accept to forego access
to various kinds of free Internet services. As
mentioned above, the results imply large valua-
tions for some of these free services.

Another option is to expand the model of con-
sumer behavior to include the consumer’s time
budget as a second constraint alongside the
normal monetary budget constraint. The

opportunity cost of the time involved would
then act to limit the consumption of free prod-
ucts. After all, the value of consumers’ time con-
stitutes the main impediment to increasing
marginal use of free Internet and smartphone
app products. The prices of the ICT equipment
and services required to access the free products
are, of course, relevant for the decision of
whether or not to consume the package of ser-
vices, but once those prices have been paid, the
only constraint on marginal consumption of
more services comes from the time budget
(though quality improvements may increase
real consumption with time held constant). Of
course, given the need to pay for the services
out of the time budget, the marginal
willingness-to-pay from the monetary budget is
zero, but the total consumer surplus from the
appearance of the new free products and their
subsequent quality improvements should have
some relationship to the time budget
expenditures.

A third consideration is that many “free” dig-
ital products are not, in fact free. Even ignoring
the cost of the devices and telecommunication
services needed to access these products, they
generally involve an implicit payment through
the consumer’s acceptance of advertisements
while using the free product (an app, for
instance), or her acceptance to share personal
data with the provider of free product. However,
neither the valuation of time nor the valuation of
implicit payments in exchange for viewing the
free product is straightforward in practice, and
these approaches also raise theoretical issues.17

While extremely valuable as a research project,

16 For a formal elaboration see for instance Diewert and Fox (2016).
17 See Ahmad and Schreyer (2016) for a general discussion of the national accounting implications, and Nakamura
and Soloveichik (2015) for a discussion of valuing free media. Also, Diewert et al. (2017b) discuss the conceptual and
econometric issues in valuing consumer time for nonmarket activities and leisure. A simpler version with cross-
country comparisons of full consumption (monetary consumption expenditure plus value of time) and the derivation
of an associated consumer price index can be found in Schreyer and Diewert (2014).
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the implementation of shadow prices in an
official price index may raise questions of trans-
parency, reproducibility, and, ultimately, credi-
bility of the price index.

Concerning the more basic question of
whether these free products should be part of
the COLI in the first place, much depends on
the purpose of measurement. If the purpose is
to measure production, it would be difficult to
justify including “free” digital products in the
COLI while at the same time excluding other
nonmarket products that also command a
shadow price in terms of the value of time: child
care, care of the elderly, or gardening, to name
just a few examples. In contrast to the time spent
using free digital products, which may fall under
leisure, households’ nonmarket work clearly in-
volves production. But if the purpose is simply
to measure welfare itself, the exclusion of impor-
tant environmental variables such as “life expec-
tancy” would be difficult to justify. The steady
rise of life expectancy in many parts of the world
has also raised consumer welfare for a given
market consumption bundle (Deaton, 2013). Ris-
ing life expectancy has a massive welfare effect
not captured in the consumption of market prod-
ucts. Full inclusion of nonmarket products and
environmental variables would fundamentally
change the character of the consumption
deflator.

A COLI also might be used for CPI purposes.
For some of these purposes, the answer to the
question “Would the CPI be a better tool for pol-
icymaking if the welfare from free goods and

services were captured?” seems to be “no.” For
example, monetary policy targets to maintain
the purchasing power of money should consider
the prices of things that money is used to buy
rather than a rate of inflation that reflects impu-
tations for free products produced by house-
holds or for environmental variables.18 Also,
pensions and other payments are often escalated
by the CPI. Downward adjustments to the CPI
for increases in welfare from truly novel inven-
tions and improvements to the external environ-
ment would leave the recipients of the escalated
payments no better off than if these gains had
never happened, in effect excluding them from
sharing in the benefits of progress.19 There is
also a conceptual consideration: it is impossible
to include every aspect of the external environ-
ment in the COLI calculations, but including a
selective set of free goods or other aspects of
the external environment in an ad hoc way could
leave the index with an unclear or confusing
interpretation.

Nevertheless, measures of shadow values of
free products, the associated full income
including the time budget endowment, are
needed for purposes of a full understanding of
growth and productivity in the digital era
regardless of their treatment in the consumption
deflator and CPI. Their inclusion in an extended
COLI would be an important step toward
broader measures of consumer welfare.

In summary, quality change in existing prod-
ucts, the emergence of new products, and free
goods are not new issues, but the digital

18 Note also that even if shadow prices of free products are not a standard element of a consumption price index, the
effects of free digital replacements (Section 15.2.1) should be captured under standard price index methodology: At
the point of entry, the zero price of the replacement product is compared with the positive price of the old product.
Weights will be positive and reflect the base period if a Laspeyres index is used, or an average of base period and
comparison period if a Fisher index is used.
19 The US National Academy of Sciences panel on COLIs and price indexes was unable to agree on whether the
welfare from new goods like cell phones and Viagra would be conceptually desirable to include in the CPI even if it
could be measured (National Research Council, 2002). Some of the panel members viewed adjusting the CPI for
welfare effects of truly novel new goods as inconsistent with the main purposes of the CPI.
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economy, with its fast pace of innovation, has
brought them to the fore. Rapid change in avail-
able products and in product characteristics has
increased the potential for price measurement
shortcomings. Indeed, there is evidence of un-
derstatement of some price changes due to insuf-
ficient quality adjustment and long lags in
bringing new products into the index. The fail-
ure of the official price and volume indexes to
capture the welfare gains at the moment of entry
of truly novel new products and the welfare ef-
fects of free products is well noted but
practicaldand, to some extent, conceptuald
considerations support these omissions. Never-
theless, broader welfare effects are important to
measure. This can be done as part of statistics
“Beyond GDP,” as will be discussed in Section
15.4.

15.3 What’s the potential impact?

The next task is assessing the potential bias in
consumption deflators that may arise in conjunc-
tion with digital products. The discussion in Sec-
tion 15.2 has identified some reasons why
current price index compilation practices may
not reflect the welfare effects from quality
change and from novel and free products:

a) Less-than-complete quality adjustment when
new varieties of existing products and new
products with similar functions to an existing
product enter the sample, and lags in
bringing in them into the index;

b) Lags in bringing truly novel new products
into the price index, and no imputation of a
reservation price; and

c) No imputation of shadow prices for free
products.

Section 15.2 also argued that some of the
omitted welfare effects are not appropriate to
include in official indexes of consumption prices
for reasons of transparency and credibility. In
what follows, we shall therefore focus on issue

(a) because there is a consensus that quality
change should be reflected in price index prac-
tice; indeed, this is recommended in interna-
tional guidelines for price and volume
measures. Therefore, no quantification will be
provided for the absence of reservation prices
for truly novel products and for shadow prices
of free services, or more generally for effects of
environmental variables. These are, however,
good candidates for broader welfare measures.

It is sometimes forgotten that even significant
biases in individual product strata only affect the
aggregate picture in proportion to their weight.
This oversight leads to what could be called
“anecdotal fallacy,”whereby the bias in the price
change of one particular product is extrapolated
to the index as a whole. To avoid this fallacy, we
consider the question: “if prices of the affected
products were corrected for the bias that could
potentially be present, what would be the impli-
cations for the aggregate price index?”

Our approach to quantifying the potential in-
adequacies in quality adjustment techniques
proceeds by examining “pessimistic” scenarios
that assume that the official procedures largely
overlook the quality changes in digital products.
(Some of the relevant evidence has been summa-
rized in Section 15.2.) The main tool for our
analysis is a detailed set of 145 household con-
sumption expenditure weights from the OECD
Purchasing Power Parities database covering 34
OECD countries in recent years. Expenditure
weights are not affected by the price measure-
ment biases mentioned above, but they provide
the link to translate measurement errors in price
changes of individual products to aggregate
price index. Our illustration of the plausible up-
per bound of the effects will be based on aver-
ages of the weights for each OECD member as
of 2005 and 2015.

We proceed in two steps. First, we classify all
expenditure items into three groups based on the
degree to which the price measures are likely to
be affected by difficulties in measuring digital
products:
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• Affected products: products that clearly fall
under the label of “digital” and whose price
measures are most prone to difficulties due to
digitalization, such as information technology
goods or communication services;

• Unaffected products: products whose prices
are very unlikely to suffer from a
measurement problem associated with the
digital economy, such as food, tobacco or
housing;

• Possibly affected products: products that are
in-between, such as cars or other consumer
durables where digital features may have
gone unnoticed in price measurement.

The second step is to further break down the
categories Affected and Possibly Affected by the
type of effect identified earlier (Table 15.1). This
breakdown is judgmental and ad-hoc and in no
way constitutes an official categorization of dig-
ital economy products. But we consider the three
categories as fit-for-use for the problem at hand
of determining an upper bound of the plausible
range for the mismeasurement of the deflator
for household consumption. Three kinds of ef-
fects were distinguished under the category
Quality Adjustment in Table 15.1:

• Quality adjustments in deflators of existing
digital products: for digital products where
advances in technology are causing rapid
quality improvement, it is plausible that
official price indexes underadjust for quality
change. Affected products include telephone
equipment, telephone services, and
computers and software. A full list is shown
in the top four rows of Table 15.A.1 in Annex
A.

• Byrne and Corrado (2015, 2017a, 2017b)
construct alternative price indexes for
communication equipment, computer and
peripheral equipment and computer
software. They base their estimates on the
existing literature on high-tech price change
and on their own price indexes for detailed
products of the relevant US industries which

they construct using a broad variety of
statistical and industry sources. For
communications equipment, the authors’
price index declines at close to 10% per year
between 2010 and 15, or 8 percentage points
faster than the official price index (Byrne and
Corrado, 2017b, Table.2). For computers and
peripheral equipment, the authors
incorporate indicators of price-performance
trends in constructing their price index and
find a downward difference from the official
BEA index of 11 percentage points per year
between 2010 and 15 (Byrne and Corrado,
2017b, Table 5). For software, Byrne and
Corrado (2017b) construct an index using a
refined version of the basic BEA approach
(e.g., more granular structure for software
products and more differentiated input cost
measure). Overall, the alternative price index
for ICT investment shows a rate of price
change of �8% between 2004 and 2015, 5.9
percentage points below the official US price
index.

• Greenstein andMcDevitt (2010) quality adjust
the broadband price index but find that this
makes only a small difference to the official
measures (2 percentage points per year). The
quality characteristics in their hedonic
approach are upload and download speed.

• Abdirahman et al. (2017) construct alternative
communication services deflators for the UK
with an economic perspective in one case and
an engineering perspective in another case. At
the core of both approaches are unit value
measures based on the price per unit of data
transported. The economic approach treats
data transportation associated with different
services (text, voice, .) as different products,
the engineering approach treats them as a
single product, assuming perfect
substitutability of a unit of data transported
between any type of usage. Given the
exponential growth in the number of bytes
transported, the resulting indexes decline
rather steeplydabout 8% annually in real
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terms between 2010 and 2015 for the
economic approach and around 35% per year
in real terms for the engineering approach.
Both figures are considerably larger in
absolute terms than the 0.4% per year rate of
decline of the official price index. The authors
are very explicit about the fact that their
engineering approach overstates the true fall
in prices, which they suggest lies somewhere
between the two estimates. The use of unit
values as the basis for price indexes,
especially when computed over
heterogeneous categories of products, is,
indeed, not recommended by international
statistical standards.

• Byrne and Corrado (2019) develop a measure
of household consumption of digital services
that “[.] reflects the intensity with which
households use their ICT equipment and
software, along with the intensity with which
consumers use purchased digital services,
internet access, cellular and cable TV services
as well as cloud services (via gaming or other
entertainment services, and computing or
storage).” Intensity of the consumer use of
ICT capital services is captured in terms of
Petabytes of Internet Protocol Traffic. Byrne
and Corrado (2019) develop their argument
as part of an extension of the production
boundary where households deliver large
volumes of own-account digital services (akin
to owner occupied housing) that gives rise to
a new digital access service price index,
essentially a use-adjusted price index of
subscription costs. This use-adjusted adjusted
price index declines by 11% per year, as

compared to the official price index that is
essentially unchanged.20

• Goolsbee and Klenow (2018) use online prices
to estimate alternative indexes for several
product categories in the US CPI. For
information technology products, they derive
a measure of annual inflation of�6.1% for the
years 2014e17. This compares with a decline
in the corresponding CPI category of �3.7%,
suggesting an upward bias of 2.4 percentage
points per year.

• The Boskin Commission (Boskin et al., 1996)
estimated the missing quality adjustment for
consumer durables in the US CPI in 1995 at
around 0.6 percentage points per year. Bils
(2009) found twice this estimate. Moulton
(2018) updated some of the estimates and
assessed the quality adjustment bias for the
US personal consumption expenditure
deflator at 0.34 percentage points per year.

In light of the evidence above, we assume a 5
percentage point per year overestimation of the
price change in the affected categories of ICT
equipment and communication services. As
communication services are also a product
group where digital replacement occurs (see
below) for them we add another 5 percentage
points of possible upward bias. Bearing in
mind that most countries have procedures in
place to capture at least some of the quality
change, and that the large declines in experi-
mental communication services prices reflect
debatable adjustments in proportion to the vol-
ume of data transported, this figure is clearly
an upper bound.

20 Byrne and Corrado’s (2019) approach raises a more general question, namely whether price indexes should reflect
the actual intensity of use of a product by consumers (provided it can be measured). With rising prevalence of flat
subscription fees for digital services, this is particularly relevant for the ICT area. While there is no doubt that changes
in capacity or speed constitute quality criteria that should be reflected in price indexes, it is less clear whether the
intensity of use of such capacity should make its way into the price indexdthis is not common practice for other
products (car prices are not adjusted for average mileage). Nevertheless, adjustments for use intensity have been
made for capital service flows, which is indeed the setting of Byrne and Corrado (2019).
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In addition, we assume a 2 percentage point
per year overestimation of the price change in
the possibly affected categories (next four rows
of Table 15.A.1). Motor vehicles are the largest
of possibly affected categories, and for them
the existing procedures appear likely to capture
most of the quality change. The composition of
the other possibly affected categories gives a
relatively low weight to digital items with qual-
ity changes.

15.3.1 Digital replacements

Some digital products provide a free or
inexpensive replacement for a more expensive
item that used to be the only option available.
For example, in some places Uber services are
cheaper than a taxi. Or digital cameras made
photo processing services unnecessary, only
to become largely unnecessary themselves as
smartphones replaced separate digital cameras
in many use cases. Official price indexes only
partially capture the cost-of-living declines
from lower-cost or free digital replacements.
For the item categories that have been exten-
sively replaced by digital alternatives (shown
in the top five rows of Table 15.A.2), we as-
sume that the cost of living index declines by
5% per year relative to a conventional price in-
dex over the 10 years from 2005 to 2015. In
some cases, digital replacements require some
increases in spending elsewheredone must first
purchase a smartphone, or at least a computer
and Internet access services to benefit from the
replacement. Also, there is an upper limit to
this kind of bias, because once everyone has
switched to the digital replacement, there are
no further gains to be made. For categories in
the possibly affected group (in which items not
replaced by a digital alternative predominate)
we assume a 1 percentage point decline in the
cost of living.

15.3.2 Access and information enabling
better selection of varieties

E-commerce has expanded consumers’ access
to varieties, and online sources of information
have reduced search costs for finding the best
match for one’s individual needs and tastes.
Brynjolfsson et al. (2003) provide some evidence
on the welfare gains from increased access to va-
riety for books, finding that “obscure” titles
accessible only through online bookstores
accounted for 2.35% of total book sales. With a
plausible value of 4 for the elasticity of substitu-
tion, the Feenstra (1994) formula for the effect of
new varieties on a cost of living index implies a
decline of about 0.8 percentage points from
newly accessible books (Byrne et al., 2016). If
the expansion in the selection of books available
online took 4 years, the average annual impact
would be 0.2 percentage points. Second, better
information that allows better selection of vari-
eties affects almost any kind of differentiated
product consumed by households. These welfare
gains are part of Hulten and Nakamura’s (2017)
concept of “output-saving technological change”
(which they capture in a complementary welfare
measured that they call EGDP). Table 15.A.3
identifies the product categories that are relevant
for the effects of online information or for both
effects and finds that they had a budget share
of almost 17% in 2005. In absence of much direct
evidence, we will assume 0.3 percentage points
per year overestimation of the relevant prices
as the upper bound for the variety effects. At
least for recent years, this is probably too high
as the gains from variety access and better infor-
mation are concentrated in the early days of the
Internet: once the variety set is already large,
additional varieties have little marginal impact
on welfare, and information is also subject to
decreasing returns.

Table 15.2 shows the corrections to a house-
hold consumption price index whose purpose
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TABLE 15.2 Corrections to growth rate of the consumption deflator if the goal is to estimate a broad cost-of-living index.

Assumed
measurement
error in annual
growth
rate of prices
(percentage
points)

2005 weight
(unweighted
average
across 33
OECD
countries)
(percent)

2015 weight
(unweighted
average
across
34 OECD
countries)
(percent)

Correction to
growth rate of the
consumption
deflator, 2005
weights
(percentage
points)

Correction to
growth
rate of the
consumption
deflator, 2015
weights
(percentage
points)

Significant potential for under adjustment
for quality change (“affected products”)
except communication services

5 0.79 0.99 �0.04 �0.05

Significant potential for under adjustment
for quality change (“affected
products”)dcommunication services

10 2.71 2.38 �0.27 �0.24

Some potential for under adjustment for
quality change (“potentially affected
products”)

2 7.38 6.16 �0.15 �0.12

Significant replacement by alternative
product from the digital economy
(“affected products”)

5 2.36 0.98 �0.12 �0.05

Some replacement by alternative
product from the digital economy
(“potentially affected products”)

1 5.79 6.06 �0.06 �0.06

Significant potential for improved
variety selection (“potentially
affected products”)

0.3 16.83 15.55 �0.05 �0.05

All potential effects on aggregate deflator 35.86 32.12 L0.68 L0.57

Source: Authors’ calculations using data from the OECD Purchasing Power Parities program database.
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is assumed to be to estimate a broad cost-of-
living index that accounts for welfare gains
from quality change, digital replacements, and
expanded and improved selection of varieties.
The first observation here is that the categories
of affected and potentially affected products ac-
count for 31.5% of consumer expenditure in
2015 (unweighted average across 34 OECD
countries). In other words, over two-thirds of
household consumption expenditure is unlikely
to be subject to a measurement bias linked to
the digital economy. The second observation is
for each kind of effect (quality adjustment, digi-
tal replacement, better choice of varieties) the
expenditure share has declined between 2005
and 2015. This may reflect declining relative pri-
ces of the products (or transition to free prod-
ucts), possibly coupled with an elasticity of
substitution below unity. Whatever the precise
cause, the consequence is that the sensitivity of
aggregate inflation to measurement errors in pri-
ces of digital products has declined.

In terms of the simulated effects of possible
measurement errors, the upper bound correction
to the index’s growth rate for overlooked quality
change is �0.41 percentage point in 2015, largely
driven by the assumed 10% overestimation of
the deflator for telecommunication services.
The potentially unmeasured savings from digital
replacements declines from about�0.18 percent-
age points based on 2005 weights to �0.1l per-
centage points based on the 2015 weights. Our
upper bound correction for improved variety se-
lection is �0.05 percentage point. Combining all
the effects, we end up with an upper bound for
the potential mismeasurement of digital prod-
ucts of �0.68 percentage point in 2005 and
e0.57 percentage point in 2015. A correction in
the order of half a percentage point to recent
annual real consumption growth would not be
insignificant. Nonetheless more than half of the
gap between the postslowdown and preslow-
down rates of productivity growth would
remain. And some upward corrections for

sources of mismeasurement are also likely be
needed in the preslowdown era.

15.4 Two unorthodox points and beyond
GDP

15.4.1 Hulten Paradox

Hulten (1996)din a discussion of the esti-
mates of the price of light and potential measure-
ment biases in long-term real income in
Nordhaus (1996)dconcluded that our ancestors
would have suffered from an implausibly low
standard of living had there been a long-term
upward bias in price measures of the magnitude
suggested by Nordhaus. Here, we transpose
Hulten’s thought experiment to a shorter and
more recent period, but its basic spirit is
unchanged.

The household consumption deflator in the
US national accounts rose by 3.3% per year be-
tween 1959 and 2016. As shown in Table 15.3,
in 1959, median household income was 5400 dol-
lars at then-current prices. In today’s prices, and
given the 3.3% annual price increase, this 1959
income translates into 34,636 dollars/household.
Compared with today’s income of 59,039 dollars
at current 2016 prices, there has thus been a 70%
rise of real income over the past six decades.

Now assume that the annual growth rate of
the household consumption deflator was biased
upward by 1 percentage point, so that “true”
inflation was only 2.3% per year. This yields a
1959 income of 19,588 dollars in 2016 prices,
implying a tripling of material living standards
over the six decades. And the 1959 median in-
come, expressed in 2016 prices, would only be
11,077 dollars if a 2 percentage points upward
bias is assumed, implying a fourfold rise in living
standards in less than a lifetime (59,039/
11,077 ¼ 4.33). This seems implausibly high.

There is another telling comparison: By to-
day’s poverty threshold, the 1959 median income
expressed in 2016 prices would lie just above the
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poverty line (1% bias scenario), or markedly
below it in the 2% bias scenario. To be sure,
none of this is hard evidence, and the Hulten
Paradox rests on a hypothetical scenario. Never-
theless, it puts some plausibility limits on any
persistent and significant bias in overall inflation
measurement.21

15.4.2 Perceived inflation

Central Banks, the European Commission,
and other institutions have systematically moni-
tored peoples’ perceptions and expectations
about consumer inflation. Expected inflation is
obviously an important piece of information for
central banks, given the role of expectations as
a transmission channel of monetary policy. Yet,
for the question at handdwhether there is a

systematic upward bias in aggregate consumer
inflation due to mismeasured prices of digital
productsdit is less the expectation of inflation
than the gap between perceived inflation and
measured inflation that is of interest. We take
the European data, recently analyzed by Arioli
et al. (2017) as representative of a finding that
seems to hold broadly: despite differences be-
tween countries and over time, the level of
perceived inflation is nearly always above the
level of inflation as measured by CPIs (Fig. 15.1).

There are explanations for such a discrepancy:
incorrect weighting of price changes by con-
sumers (small, frequently purchased items tend
to get disproportionate weight in perceptions),
other psychological reasons (price rises are better
remembered than price drops), and, often-
quoted, the fact that consumers do not account

TABLE 15.3 Median household income under alternative inflation assumptions (United States).

Year Prices of: HH IncomedUS dollars

2016 Current year 59,039

1959 Current year 5400

1959 2016, based on official PCE deflator 34,636

1959 2016, assuming bias of 1%/year 19,588

1959 2016, assuming bias of 2%/year 11,077

Year Household type Poverty threshold

2016 Household size 2 15,569

2016 Household size 3 19,705

Addendum:

Period Assumed bias in deflator Real income growth

1959e2016 None 70.5%

1959e2016 1% per year 201.4%

1959e2016 2% per year 433.0%

Source: US Bureau of Economic Analysis and US Census Bureau.

21 A persistent bias may be less probable than a bias for shorter periods of time, as statisticians usually take measures
to address known issues. For instance, hedonic quality adjustment methods for computers were introduced in the
United States as early as 1986, and their use spread to other countries following the Boskin Commission.
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for quality change, whereas statisticians do.
Thus, the 500-dollar cost of a new laptop today
is registered as no price change over the 500-
dollar laptop purchased 3 years ago, even if the
new model offers vastly improved performance
and weighs less than the old model. Another fac-
tor that may play out here is inequality. House-
holds at different points of the income
distribution may face different inflation rates
and the survey results may summarize the expe-
rience of individual households differently from
the aggregate CPI.

The implications of these observations for the
question at hand are of a qualitative nature. First,
we simply note that consumers tend to believe
that their own cost of living has risen by more
than is shown by aggregate official price indexes.
Thus, if the official deflator is upward biased
because it overlooks the welfare gains from dig-
ital products, correcting for such a bias will
widen the gap between perceived and measured

inflation. Perceived, rather than official, inflation
is what drives many elements of consumer
behavior, so a wider gap may pose some issues
both from a policy perspective and from a
perspective of credibility of statistics.

Second, an observation of a more philosoph-
ical nature is that our theory of quality adjust-
ment of consumer prices is firmly rooted in the
picture of a utility-maximizing, well-informed
representative consumer. The measurement of
welfare gains that come with new products,
free products, and digitally enabled products re-
lies on the same consumer theory. However, as
the discussion of perceived inflation shows, con-
sumers do not appear to make rational and well-
informed judgments on the rate of inflation. Are
consumers increasingly well off even if this is
contrary to their own judgment? Or are con-
sumers indeed rational but equipped with a
more elaborate intuitive perception of their net
welfare gains than the economic models
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FIGURE 15.1 EU consumers’ inflation perceptions and expectations. Credit: Arioli, R, Bates CHD, Duca I, Friz R, Gayer C,
Kenny G, Meyler A, Pavlova I: EU consumers’ quantitative inflation perceptions and expectations: an evaluation, European
Central Bank Occasional Papers Series, 186, Frankfort, 2017. https://www.ecb.europa.eu/pub/pdf/scpops/ecb.op186.en.pdf?
bc91d1bc6ad64614b2d76abbd884b1ba, chart 4a.
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underlying price measurement? For instance,
people might intuitively factor in certain disad-
vantages that come with digital products (24/7
connectedness, extended working hours, loss of
privacy, cybersecurity incidents, etc.), or might
attribute less of a quality improvement to their
new computer than statisticians do because the
higher-performing computer is simply necessary
to accommodate more-demanding software that
essentially performs the same tasks.

Any answer to this question is beyond the
scope of this chapter, but a potentially wide
gap between perceived and measured inflation
is an issue that cannot be ignored as a matter
of credibility and perceived quality of official
statistics.

15.4.3 “Beyond GDP”

The welfare gains from digital products are,
undoubtedly, large. But from a statistical
perspective, the question is, how many of these
welfare effects should be packed into our core
macroeconomic measuresdconsumption, real
income, and GDP? Or should these welfare ef-
fects instead be identified in data designed to
gauge quality of life Beyond GDP? One consider-
ation is whether the macroeconomic measures
would remain fit for key macroeconomic policy-
making purposes. While a consensus on this cri-
terion will likely remain elusive, it can at least
help with drawing the boundaries. For instance,
a CPI that partly depends on shadow prices is
unlikely to pass the criterion of being fit for inter-
est rate targeting and may be hard to accept as a
reference for escalating pensions and other pay-
ments. Reproducibility of results, objectivity,
and transparency of methods are important
criteria, along with purely practical consider-
ations. For example, even if we set aside the con-
ceptual problems, developing an estimate of a
reservation price for a truly novel product is a
major research project that would be impossible
to conduct within the normal timeliness and

resource constraints of statistical offices. At the
same time, there are good reasons to go further
in incorporating quality adjustments to the
greatest extent possible, and in capturing new
products early in their life cycle.

Another promising avenue is to attempt to
systematically capture important dimensions of
welfare and well-being in data sets that comple-
ment macroeconomic aggregates. On the one
hand, some elements of this work are conceptu-
ally tied to the System of National Accounts and
provide additional depth to existing data, such
as introducing distributional information into
measures of household consumption or real in-
come (Jorgenson and Schreyer, 2017; Zwijnen-
burg et al., 2017). In the area of price statistics,
an analogous complement would be an investi-
gation of whether the implied price changes
from new goods disproportionally affect certain
income groups. This sort of analysis could also
be relevant for free services from digital plat-
forms, and platform-enabled services and
rentals.

On the other hand, the “Beyond GDP” agenda
clearly requires indicators on well-being and
welfare that cover broader dimensions of life,
economic and otherwise. The agenda has been
set by Stiglitz et al. (2009) and work undertaken
at national and international levels (for instance
OECD, 2017). Current andmore specific research
in the context of the OECD’s Going Digital Strat-
egy (http://www.oecd.org/going-digital/)
concerns the link between digitalization and
well-being. It aims at assessing the effects of digi-
talization across major dimensions of the quality
of life. These are highly relevant welfare effects,
but none of them will be reflected in CPIs, nor
should they be.

15.5 Conclusion

We divide the potential sources of distortion
in the price index for household consumption
into three categories: (1) neglected welfare gains

15.5 Conclusion 357

http://www.oecd.org/going-digital/


from new and free goods, and from improved
matching of variety characteristics with con-
sumer tastes; (2) the cost savings from free or
low-cost digital products that directly replace
existing nondigital products; and (3) incomplete
adjustment for changes in the quality of products
embodying digital technology. We argue that
welfare effects that require estimation of reserva-
tion prices or shadow values are relevant for a
complementary welfare account but less suitable
for the measurement in official GDP and con-
sumer price statistics. We calibrate upper
bounds for the impact of incorporating the
remaining welfare effects in the household con-
sumption deflator (though their inclusion in
GDP may be debatable) using detailed data on
the weighting structure of household consump-
tion in OECD countries. We find that the prod-
ucts concerned account for about 35% of
household expenditure in 2005, declining to
32% in 2015. Total plausible upper bound effects

on the growth rate of the consumption deflator
amount to somewhat less than �0.6 percentage
points in 2015, down from just under �0.7 in
2005. The implied upper bound adjustment to
real household consumption growth would
result in a more optimistic picture of growth
and productivity change but would not overturn
the conclusion that productivity has slowed sub-
stantially compared to the its performance in the
early 2000s and late 1990s, particularly if the ad-
justments to the productivity growth also
needed in the earlier years are also considered.

Annex 15.A. Weights in household
consumption basket of product categories
potentially affected by measurement errors

in deflators

TABLE 15.A.1 Weights in household consumption of products with potentially overlooked quality improvements.

Product category Potential source of measurement error
2005 weight
(per mil)

2015 weight
(per mil)

Telecommunication equipment Overlooked quality change 2.1 4.1

Telecommunication services Overlooked quality change and replacement
by digital alternatives

27.1 23.8

Information processing
equipment and software

Overlooked quality change 4.5 4.9

Photographic/cinematographic
equipment

Overlooked quality change and replacement by
the smartphone

1.3 0.9

Major and small HH appliances Possibly/partially affected by overlooked
quality change

11.2 9.5

Equipment for the reception and
recording of sound and vision

Possibly/partially affected by overlooked quality
change and replacement by online services

7.0 5.3

Motor vehicles and parts Possibly/partially affected by overlooked quality
change

50.8 42.6

Games, toys and hobbies Possibly/partially affected by overlooked
quality change

4.8 4.2

Total 108.8 95.3

Unweighted averages across OECD countries.
Source: Authors’ calculations based on the OECD Purchasing Power Parities Database.
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TABLE 15.A.2 Weights in household consumption of products subject to replacement by digital alternatives.a

Product category Digital alternative providing replacement
2005 weight
(per mil)

2015 weight
(per mil)

Passenger transport, taxi or hired car
with driver

Platform-enabled ridesharing 3.1 3.0

Prerecorded recording media Digital media, downloads and streaming 2.2 1.2

Unrecorded recording media Digital downloads and streaming 1.1 0.4

Newspapers and periodicals Online media 6.8 4.5

Category containing film developing
and printing

Digital cameras and storage media 10.4 0.7

Booksb e-books and used books bought online 4.7 3.3

Passenger transport by airb Internet enables households to be their
own travel agent

6.8 8.9

Package holidaysb Digital replacement for travel agents 8.1 9.3

Accommodation servicesb Sharing economy replacement for hotels 14.1 15.6

Services for maintenance
and repair of dwellingb

YouTube enables do-it-yourself repairs 4.6 4.1

Postal servicesb Online billing paying (and quality improvement
from online tracking of packages)

1.1 0.9

Jewellery, clocks and watchesb Smartphone replaces watches and clocks 4.3 3.9

FISIMb Better rates of online banks and peer-to-peer lenders 14.2 14.6

Total 81.5 70.4

Unweighted averages across OECD countries.
a The adjustment for quality change in communication services and photographic instruments and equipment for reception and recording of sound and
vision is assumed to include effect of digital replacements, so they are omitted here.
b Replacement by digital alternative limited in scope.
Source: Authors’ calculations based on the OECD Purchasing Power Parities Database.

TABLE 15.A.3 Weights in household consumption of products where digitalization may have improved variety
selection.

Product category 2005 weight (per mil) 2015 weight (per mil)

Cloth and clothing 51.6 44.5

Furniture, floor coverings, HH textiles, and repairs thereof 25.0 19.8

Games, toys and hobbies 4.8 4.2

Newspapers and periodicals 6.8 4.5

Books 4.7 3.3

Other durable and nondurable HH goods 18.3 16.9

Restaurants, cafes and dancing establishments 38.4 42.6

Accommodation services 14.1 15.6

Services for maintenance and repair of dwelling 4.6 4.1

Total 168.3 155.5

Unweighted averages across OECD countries.
Source: Authors’ calculations based on the OECD Purchasing Power Parities Database.
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The changing nature of the global economy
has placed novel attention on intangible capital
as a source of economic growth. This chapter
demonstrates the increased relevance of intan-
gible capital using the theoretical and empirical
framework for analyzing factors affecting eco-
nomic growth developed by Dale Jorgenson
(and coauthors) over the years.

16.1 Intangible investment and capital

The links among intangible investment,
productivity, and innovation have their roots in
Jorgenson and Griliches (1967), and intangibles-
related expansions of that work developed in
closely related literatures: R&D became explicit
in neoclassical and firm-level growth accounting
in the 1970 and 1980s (Griliches, 1973, 1979,
1986); innovation was made explicit in

endogenous growth models in the early 1990s
(Romer, 1990; see also Aghion and Howitt,
2007); and the importance of intangibles other
than R&D emerged with the IT-driven produc-
tivity “boom” years of the late 1990s (Brynjolfs-
son et al., 2002). The notion that there may be
more to investments than captured in standard
measures grew along with the gap between eq-
uity market and accounting valuations of firms
(Lev, 2001; see also Lev and Gu, 2016).

Corrado et al. (2005, 2009, hereafter CHS) set
out a framework that expanded the core concept
of business investment in national accounts to
treat long-lived spending on “intangibles”d
computerized information (software and data-
bases), R&D, design and other nonscience-
based new product development costs, brand
equity, firm-specific training, and business
process reorganizationdas fixed investment.
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They used an economic view of investment to
formalize the arguments for capitalizing this
broad range of spending in company and na-
tional accounts.

An economic view of investment suggests
that assets are created when today’s resources
are set aside and used to expand tomorrow’s
production capacity. The criterion applies
equally to firms’ expenditures on intangibles as
it does to expenditures on tangibles because
spending on, e.g., research, product, brand, and
organizational development increases future
production capacity through “organic growth,”
or innovation. This broad view of investment is
common sense, yet it is firmly grounded in eco-
nomic theory via the optimal growth literature
(e.g., Weitzmann, 1976; Hulten, 1979).

CHS also set out methods to measure intan-
gible investment for use in productivity analysis,
methods based in part on Nakamura (2001).
Although the fixed asset boundary in national
accounts has been continuously expanded in
recent decades to better account for the role of
intangibles, official SNA-based estimates treat
as investment only a limited range of intangible
assets: R&D, mineral exploration, computer soft-
ware and databases, and entertainment, literary
and artistic originals.1

16.1.1 INTAN-Invest

A significant research effort has expanded the
number of countries for which estimates of in-
vestment in intangible assets based on the CHS
approach are available. Key work has focused
on covering Europe and is comparative in na-
ture; this applies to three projects funded by

the European Commission under the Seventh
Framework Programme and two efforts funded
by the European Investment Bank.2

More recently, a collaboration of
researchersdthe authors of this chapterd
produced harmonized national estimates that
include the United States.3 This has led to the
publication of the INTAN-Invest data set, which
initially covered 27 countries of the European
Union, plus Norway and the United States,
beginning with data for 1995 (Corrado et al.,
2012, 2013). For further information, see
http://www.intaninvest.net.

This chapter uses a newly revised release of
the data set, INTAN-Invest©2018, covering the
market sector of 20 European countries and the
United States through 2016. Appendix A de-
scribes the sources and methods used to develop
these estimates. Fig. 16.1 shows the tangible and
intangible investment shares of GDP (adjusted to
include intangibles) for the 20 INTAN-Invest
economies averaged over years prior to the
global financial crisis (1996e2007) and during
and after this crisis (2008e16) using this new
data set. Note of course that the latter period
includes the European sovereign debt crisis
years (2010e13), and that tangible investment
excludes residential structures.

These data will be analyzed in the context of
productivity in Section 16.3 of this chapter, and
the following descriptive facts underscore the
modeling approach used in the next section
(Section 16.2): (1) intangible shares of GDP
vary considerably across countries, ranging
from 6 and 7% to 15 and 16% for the two lowest
and two highest in the latter period; (2) the gap
between countries above and below the median

1 SNA refers to the System of National Accounts 2008, which are internationally agreed upon standards for national
accounts (European Commission et al., 2009).
2 The European Commission projects were COINVEST, INNODRIVE, and SPINTAN. The European Investment
Bank results were reported in van Ark et al. (2009) and Corrado et al. (2016).
3 “Harmonized” means that, to the extent possible, the same concepts, methods, and data sources are applied and
used for each country.
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intangible share did not narrow over the two pe-
riods, but (3) intangible investment shares for all
countries rose or stayed the same, i.e., on average
the rate of intangible investment appears to have
grown (albeit slowly) despite the crises during
the latter period. On the other hand, with the
exception of Greece (EL), France (FR), Ireland
(IE), Portugal (PT), and Sweden (SE) where
tangible investment shares are flat or up a tad
across the two periods, the rate of tangible
investment in the other 15 countries is down.

16.1.2 Intangible capital

Our analysis of intangible investment relies on
estimates of capital derived by applying
the perpetual inventory model (PIM) to the
INTAN-Invest @ 2018 investment estimates
shown in Fig. 16.1. In the economic theory of cap-
ital due to Jorgenson (e.g., Jorgenson, 1963, 1989),
geometric depreciation forms a component of the
rental price of capital services. Capital services, or
capital input, along with labor input and produc-
tivity, can then be combined to form the input

side of a production account in volume terms,
as in Fraumeni and Jorgenson (1980, 1986); see
also the earlier, simplified production accounts
of Christensen and Jorgenson (1969, 1973).

Given the unexpected nature of returns to
certain investments in intangibles, it is natural
to question the plausibility of PIM-based esti-
mates of net stocks of intangible capital based
on geometric depreciation. In theoretical terms,
intangibles are partially nonrival, and returns
to investments in intangibles are not fully appro-
priable. Although this implies that the value of
the investment to the firm or innovator is limited
to the returns that can be captured, partial
appropriability also provides a conceptual basis
for using the rate of decline in appropriable
returns as a measure of the asset’s depreciation
(Pakes and Schankerman, 1984).

Despite having a conceptual basis for mea-
sures of intangible capital, one often hears the
question, “How can you treat [fill in the blank,
say, employer-provided employee training] as
an asset of the firm? The firm doesn’t own [it.]
Indeed [it] can walk out the door.” This concern
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FIGURE 16.1 Intangible and tangible investment shares of GDP. Notes: GDP is adjusted to include intangibles. Country
abbreviations are as follows: Austria (AT), Belgium (BE), Czech Republic (CZ), Germany (DE), Greece (EL), Denmark (DK),
Hungary (HU), Spain (ES), Finland (FI), France (FR), Ireland (IE), Italy (IT), Luxembourg (LU), Netherlands (NL), Portugal
(PT), Slovenia (SI), Slovakia (SK), Sweden (SE), United Kingdom (UK), United States (US). Source: Authors’ elaboration of data
from INTAN-Invest @ 2018.
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is akin to the “lemons” problem in asset valua-
tion, i.e., the phenomenon where some, but not
all, investments in an asset class tend to fail or
need lots of repairs early in their lifetime. This
problem exists for some tangible assets, too,
and its resolution (due to Hulten and Wykoff,
1981a,b; see also OECD, 2009) is rather technical.
But the bottom line is that, when the “lemons”
problem is severe, the result is a relatively high
geometric-like rate of economic depreciation for
the asset class.4

Table 16.1 reports the geometric depreciation
rates for the market sector intangibles used in
this study, i.e., for each intangible asset type a,
its net asset stock NSa

t in period t is given by

NSat ¼ Na
t þ

�
1� dRa

�
NSat�1 (16.1)

where Na
t is real investment in intangible asset a

and da is its depreciation rate. As may be seen,
the values in Table 16.1dmore or less the as-
sumptions developed by CHSdare relatively
high. By contrast, geometric depreciation rates
used to calculate tangible capital stocks in,
e.g., EU KLEMS are rather lowerd.033 (non-
residential structures), 0.01 (residential struc-
tures), 0.12 (machinery), and 0.15 (transport
equipment).5

The initial CHS work postulated intangible
depreciation rates using studies on R&D and
informed guesstimates on, e.g., training via
employee tenure. Later, direct estimates of intan-
gible depreciation rates based on business sur-
vey data in the United Kingdom (Awano et al.,
2010) supported the CHS rates.

16.2 The sources-of-growth model with
intangibles

This section sets out a theoretical framework
that can be used to analyze the relationship

TABLE 16.1 Geometric depreciation rates for mar-
ket sector intangibles.

ASSET TYPE

DEPRECIATION

RATE

Computerized information

1. Software 0.315

2. Data and databases 0.315

Innovative property

3. R&D 0.15

4. Entertainment, literary, and artistic
originals

0.20

5. Mineral exploration 0.075

6. Design and other new product
development

0.20

Economic competencies

7. Brands 0.55

8. Organizational capital

(a) Manager/strategic capital 0.40

(b) Purchased services 0.40

9. Employer-specific human capital 0.40

NotedLine 6 includes new financial products.
Source: Corrado C, Haskel J, Jona-Lasinio C, and Iommi M: Intangible
capital and growth in advanced economies: measurement and comparative
results. Working paper, The Conference Board and IZA, 2012.

4 The probability that a given asset type will survive in productive use from one period to the next is summarized by a
stochastic discard, or survival, function. The productivity of an asset as it ages, conditional on its survival from one
period to the next, is described by a decay function. A decay function can be concave (i.e., possess an age-price profile
bowed out from the origin) and have long-lasting effects conditional on survival from one period to the next. But
Hulten andWykoff showed that when a decay function implying long-lasting productivity conditional on survival is
interacted with a discard function with a high early failure rate and age cohorts are aggregated, the result is a convex
geometric-like profile with relatively rapid depreciation.
5 The figure for nonresidential structures is the median rate across industries, which ranges from 0.023 to 0.069; see
appendix table 1 (p. 55) in Timmer et al. (2007).
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among intangibles, innovation, and productiv-
ity. Like the sources-of-growth (SOG) model of
intangibles in CHS, its fundamentals stem from
Jorgenson’s works (e.g., Jorgenson, 1963, 1966;
Jorgenson and Griliches, 1967; Christensen and
Jorgenson, 1969; Jorgenson et al., 1987).

16.2.1 Upstream/downstream
framework

The model has two sectors: an upstream, or
knowledge-producing, sector and a downstream,
or knowledge-using, sector. The upstream sector
takes freely available concepts or ideasdbasic
knowledgedand produces “finished” ideas or
commercial knowledge (e.g., blueprints), Nt.
Another way of thinking about the two sectors
is that one is the “innovation” sector and the
other is the “production” sector.

Commercial knowledge, Rt, is an input to
downstream production, modeled here as the
sum of consumption and tangible investment
and whose value is given by PY

t Yt ¼ PC
t Ct þ

PI
tIt. The commercial knowledge is nonrival

and appropriable, but only for a time, during
which it is sold at a monopoly price to the down-
stream sector. The downstream sector is thus a
price-taker for knowledge. This feature of the
modeldthat product market power is tempo-
rary and located in the innovation sectordis
similar to many models of innovation, e.g.,
Romer (1990); Aghion and Howitt (2007). Less
obviously, it enables Jorgenson’s user cost to be
the price of knowledge services used by the
downstream sector. The upstream/downstream
framework is then set out as follows:

Nt ¼ FN
�
LNt ;K

N
t ;R

N
t ; t

�
;

PN
t Nt ¼ mt

�
PL
t L

N
t þPK

t K
N
t
� (16.2)

Yt ¼ FY
�
LYt ;K

Y
t ;R

Y
t ; t

�
;

PY
t Yt ¼ �

PL
t L

Y
t þPK

t K
Y
t þPR

t R
Y
t
�
:

(16.3)

The first relationship in each equation is for
production, which is governed by a production
possibilities frontier following Jorgenson (1966).
There are multiple outputs, multiple relative
output prices, and product quality change. Pro-
duction uses labor (L), tangible capital (K), and
intangible capital (R) services as inputs.6

In the factor payment equations, the second
relationship in Eqs. (16.2) and (16.3), the variables
PL and PK are competitive factor prices paid for
the services of L and K. The variable m � 1 in
the upstream equation reflects the market power
of the innovator, i.e., it is an “innovator markup”
over the input cost of commercial knowledge
production. The idea is that upstream firms pro-
duce, say, new designs over which they are
assumed to have property rights and so can
extract payments from downstream producers.
But those new designs also add to the overall
stock of knowledge upon which other inventors
can draw without payment. Thus the nonrival
design inputs are, overall, only partially appro-
priable, but at the same time may temporarily
earn returns greater than their marginal cost.

In the downstream payments equation, PR is
the rental equivalence price for commercial
knowledge produced by the upstream sector
(e.g., a per period license fee for a patent or blue-
print). Jorgenson’s user cost expression gives the
relationship between capital rental prices (which
in practice are imputed prices) and asset replace-
ment prices (usually transaction prices) for capi-
tal goods (Jorgenson, 1963). Applying this to the
use of commercial knowledge stocks gives the
following relationship between PR and PN

PR
t ¼ �

rt � pR
t þ dR

�
PN
t (16.4)

6 Input variables are services aggregates formed from the many types of each factor that are used in production.
Intermediate inputs are ignored for simplicity. The detailed intangible asset types in RY were listed in Table 16.1, and
in due course we will say more about the composition of other inputs.
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where rt is the net rate of return common to all
capital in year t (taxes are ignored) and pN

t is
the expected capital gain (loss) on intangible cap-
ital, i.e., the expected rate of change of the asset
price for commercial knowledge PN. Note that
even though PN may reflect innovator market
power, there is a limit to its exercise in down-
stream pricing via r, i.e., via arbitrage of returns
to investments in innovation with returns to
alternative long-term investments. This operates
as an intertemporal constraint, implying the
existence of “abnormal” firm-level profits for pe-
riods of time but zero profits (i.e., m ¼ 1) in long-
term equilibrium. From a practical point of view,
this is perhaps best understood in an ex post
sense. Combining upstream and downstream
production, the common ex post r absorbs
markups that may, of course, vary over time
due to underlying variation in the pace and
appropriability of innovation.7

There are no payments to basic knowledge in
the upstream payments Eq. (16.2) because ser-
vices from RN are free, from universities say,
and determined outside the model. This implies
that, after log differentiation of the upstream Eq.
(16.2), the term for the log change in N with re-
gard to pure time, denoted aN, will reflect knowl-
edge spillovers from RN. There are then two
sources of knowledge spillovers in this model;
i.e., upstream commercial knowledge produc-
tion directly reflects “free” public knowledge as
inputs, and downstream aY will reflect the diffu-
sion of partially appropriable commercial
knowledge RYdor directly appropriable RN,

i.e., an “excess” return to R that accrues to
society.8

Our model thus has key features of most
models of innovation, namely, markups and
knowledge spillovers. As noted by Romer
(1990, p. S90), “There is little doubt that much
of the value to society of any given innovation
or discovery is not captured by the inventor,
and any model that missed these spillovers
would miss important elements of the growth
process. Yet it is still the case that private,
profit-maximizing agents make investments in
the creation of new knowledge and that they
earn a return on these investments by charging
a price for the resulting goods that is greater
than the marginal cost of producing the goods.”

This model is closed by assuming competitive
supply and rental prices of tangible capital; thus
we have in parallel with Eq. (16.4),

PK
t ¼ �

rt � pK
t þ dK

�
PI
t (16.5)

where, as previously noted, compositional dif-
ferences in the aggregate capital (and labor) ser-
vices used in each sector are ignored.

16.2.2 Interpreting innovation

Without the capitalization of intangibles, GDP
consists solely of downstream sector output Y,
but when investments in innovation are capital-
ized, the growth of aggregate value added
reflects current production in both sectors Q:

PQQ ¼ PYYþ PNNhPCCþ PII þ PNN (16.6)

7 Note further that because the return over marginal cost accrues upstream and is part of the price of N in the up-
stream/downstream model, the innovator markup becomes an element of marginal production costs via PR. Models
of imperfect competition usually express markups as a producer markup g, e.g., the price of goods PY is given by
PY ¼ gMCY, whereMC is the marginal production cost of Y. In our model there is no producer markup, but whenMC
is taken as the cost of conventional inputs K and L, then when g ¼ 1

1�PRRY=Y, our model is observationally equivalent
to models with producer markups.
8 This is not to suggest that corporations do not conduct paid-for basic and applied R&D that creates productivity
spillovers, but the simplified nature of the model, i.e., that it ignores intermediates and does not model the use ofN to
produce N; these spillovers are not separately accounted for even though they contribute both aN and aY.
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Now for some notation, let dz be the log
change in Z, where “Z” is any variable in our
model, and combine the conventional inputs L
and K into X. Then let sX

Q and sR
Q be each input’s

payment share in total production; sNQ and sYQ
each sector’s share of total final output; and
sCQ, s

I
Q, and sNQ each final demand component’s

share of total final demand. Consider next two
cases.

16.2.2.1 Case 1: “competitive” innovation

We first ignore the innovator markup, i.e., we
set mt ¼ 1. Log differentiating Eqs. (16.2), (16.3),
and using Eq. (16.6), we obtain the following
SOG decomposition with intangible capital:

dq ¼ sCQdcþ sIQdiþ sNQdn|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Expanded Investment

(16.7)

and

dq ¼ sXQdxþ sRQdr
Y þ da (16.8)

where

da ¼ sYQda
Y þ sNQda

N : (16.9)

In Eq. (16.8), dx reflects the combined change
in (own-share-weighted) conventional inputs in
total output.9

Likewise, da reflects the combined residual
impact of exogenous influences on output
growth (e.g., scientific progress) and knowledge
spillovers in this model. What is different with
the capitalization of intangibles, seen in all three
equations above, is that growth in paid-for
knowledge becomes a source of economic
growth. Let us focus now on the implications
of this difference for innovation.

In his evidence to the Gutierrez commission
(Schramm et al., 2008), Jorgenson explained
growth from innovation by stressing innovation

versus replication. To illustrate, let us ask: how
might McDonalds sell more hamburgers? One
way would be to issue more franchises: build
more restaurants and employ more people.
That would be growth via duplication; in this
case more of K and L, and would likely lead to
diminishing returns. The other path to growth
would be to get more sales from existing K and
L: reengineering the business supply process,
managing inventories better, improving queuing
methods so customers can be served more
quickly. Jorgenson calls this growth via innova-
tion. Howmight wemeasure this? Conceptually,
innovation is growth after “netting out” growth
from duplication, which via Eq. (16.8) suggests
the following definition:

Innovationh dq� sXQdx ¼ sRQdr
Y þ da (16.10)

The innovation measure given by the RHS of
Eq. (16.10) says innovation consists of two parts.
The first part is the contribution of commercially
valuable knowledge to growth, represented in
Eq. (16.10) as services from intangible capital,
sR
Qr

Y, i.e., services that firms pay for. The second
is total factor productivity, da, the impact of
knowledge that comes for free.

Adding paid-for knowledge to TFP as a
description of innovation is a continuation of
the Jorgenson research corpus that has shown
how the “Solow” residual might be explained
by better theory and better measurement.
Regarding innovation and the addition of
knowledge-based investments, Jorgenson and
Griliches (1967, p. 275) were explicit: “investment
in scientific research and development could be sepa-
rated from expenditures on current account and
cumulated into stocks. The rate of return to research
activity could then be computed.” But the addition
of intangible investment to their SOG model
has a number of consequences, not all apparent
at the time of their writing.

9 That is let PXX ¼ (PLLN þ PKKN) þ (PLLY þ PKKY), then dx ¼ (PLLN/PXX)dlN þ (PKKN/PXX)dkN þ (PLLY/PXX)
dlY þ (PKKY/PXX)dkY.
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First, much knowledge spending continues to
be treated as intermediate expenditure. Here, all
such spending is treated as investment. Thus
GDP is larger, a first-order impact of capitalizing
intangibles.

Second, while TFP is common currency for
economists and policy analysts, management
scholars of innovation ignore it.10 Perhaps they
do so because they are of the view that innova-
tion requires investment, which the intangibles-
expanded framework captures and bridges, at
least in part, the disparate treatment of produc-
tivity in the two literatures.

Third, many descriptions of innovation have
attempted to distinguish between innovation and
diffusion. One may use the above framework to
capture this notion in various ways. One is to re-
gard diffusion as the adoption of innovative ideas
and technology via their embodiment in tangible
capital, which is then included in inputs (dx).
Another is to regard innovation as frontier devel-
opments requiring investments (sNQdn), whereas
diffusion is the free spread of those ideas (daY).

Fourth, science policy scholars long have
distinguished between general knowledge and
commercial knowledge, modeled here as the
paid-for versus free distinction. To be clear, the
notion is that, say, arithmetic is general knowl-
edge (daN), but specific mathematical processes
for inventory management are paid-for knowl-
edge services (sR

Qdr
Y).

Finally, the McDonalds example underscores
that we might wish to consider a broad range
of investments in knowledge beyond R&D,
such as those in software, training, marketing,
design, and organizational processes, i.e.,
following the CHS framework. Of course, this
chapter’s empirics do just that.

16.2.2.2 Case 2: costly innovation

The alternative m > 1 solution is given by

dq ¼ sCQdcþ sIQdiþ sNQdn|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Expanded Investment

(16.11)

and

dq�m� 1
m

sNQdn ¼ sXQdxþ sRQdr
Y þ da (16.12)

where

da ¼ sYQda
Y þ

sNQda
N

m
: (16.13)

where we note the following: First, as shown on
LHS of Eq. (16.12), the markup built into PN (the
excess charge for N) is a drag on output growth,
i.e., more Q could be produced using the same
factor inputs if the price of commercial knowl-
edge was not so high. Second, as seen by the
last term on the RHS of Eq. (16.13), the innovator
markup reduces the impact of upstream TFP
(daN) on growth of the knowledge-producing
sector (dn).

The costly innovation case helps underscore
the importance of competitive commercial
knowledge production to economies. In the
limit (i.e., as m grows very large), costly innova-
tion is observationally equivalent to having a
small or nonexistent domestic upstream sector,
i.e., a situation in which (1) payments for the
use of innovative commercial knowledge are
subtractions from real output growth (imports)
and (b) spending on basic science (e.g., univer-
sity R&D) generates few productivity spill-
overs. Seen differently, this framework also
illustrates the tensions inherent in a patent sys-
tem. Polices that protect intellectual property

10 A search for “total factor productivity” in any text in any Academy of Management publications since 1954,
returned, out of a possible 35,796 hits, a mere 28. The same search on theWeb of Science returned, out of over 5 million
possible hits, 234 inManagement journals and 232 in Business journals. This is not to imply that management scholars
are somehow doing the wrong thing but to document that there is a large gap between the two literatures when it
comes to productivity.
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promote incentives to innovate via preserving
high innovator markups, which then drag on
growth.

16.2.3 Missing intangibles and TFP

A key point running through Jorgenson’s
work is that, in practice, da is measured residu-
ally and errors of measurement contaminate it
in various ways. Here we focus on the possibility
that intangibles are mismeasured in a first-order
way: namely, that they are ignored, or that some
of them are omitted (in which case the included
portion can be thought of as in K). Note first that
intangibles are sometimes purchased and some-
times generated internally within firms, and
these cases have different accounting treatments,
i.e., the ignored intangibles may (1) be treated as
intermediates, not investment or (b) not counted
at all, in which case they are unrecognized own-
account production. To keep things simple (and
consistent with the model in Section 16.2.1 that
did not include intermediates), we consider the
latter case.

So as to not confuse downstream production
PYY with the case of missing intangibles, let
aggregate economy activity when there are
missing intangibles activity be denoted by PVV,
and its national income identity be given by

PCCþPIIhPLLþ PK0
K (16.14)

where the rental price PK0
is not the same as the

PK in the upstream/downstream model.11

Measured TFP growth is then

dam ¼ dv� dx0 (16.15)

where dx0 uses PL and PK0
as price weights.

Subtracting (16.18) yields

dam ¼ da� ðdq� dvÞ þ sRQdr
Y þ sXQdx� dx0.

(16.16)

After rearranging terms gives, we have

dam ¼ da|{z}
Knowledge spillovers

� ðdq� dvÞ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Missing investment N

þ sRQ
�
drY � dx

�
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

Misstated returns to R

� ðdx0 � dxÞ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
Overweighted K input

:

(16.17)

This equation says that when intangibles are
ignored, TFP measured as the change in the
sum of value added inputs subtracted from the
change in value added output (dam) will (1) un-
derstate actual TFP growth (da) to the extent
the growth in intangible investment exceeds
the growth in value added output, but on the
other hand, (b) overstate actual TFP growth
due to the fact that only some portion of the
returns to fast-growing intangibles are captured
in conventional input measures.

The final term (overweighted K effect) de-
pends on the relative growth rates of the two
conventional inputs; given that dk usually

11 To explain, let PK0
and PK be ex post calculated gross rates of return. We have here PVV ¼ PLL þ PK0

K, and when we
capitalize intangibles we (1) add PNN to both sides of the “old” national income identity (as a matter of accounting)
and (b) restate the payments side as in the upstream/downstream model. Equating these gives

PLL þ PK0
K þ PNN ¼ PLL þ PKK þ PRR.

Dropping labor payments yields
PK0

KþPNN ¼ PKK þ PRR

where note the difference between PK0 andPK vanishes as PRR approaches PNN.
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exceeds dl over time, the term likely reduces
measured (relative to actual) TFP growth a tad.

16.2.4 The productivity slowdown

In the context of the current slowdown in
measured productivity dam, what does the
intangibles-augmented SOG framework say
about what might have caused it? Let us look
first at Eqs. (16.11)e(16.13) of the upstream/
downstream model and consider the following
implications:

1. Productivity da might be slowed down
because underlying scientific and
technological knowledge growth drN has
slowed. (Recall daN is driven by unpaid RN

services.)
2. . or because commercial knowledge growth

drY has slowed for exogenous reasons (e.g.,
regulations) and productivity spillovers to RY

are endogenous, i.e., if da ¼ bdrY, where
b > 0, then da slows when drY slows.

3. . or because output growth has been limited
by abnormally high innovator markups

Now, consider that productivity may be mis-
measured due to uncounted intangibles, i.e., let
us look now at Eq. (16.17). There are two impor-
tant aspects to the impact of this mismeasurement:

4. There are unmeasured intangibles, and they
are fast-growing, leading measured TFP
growth (dam) to understate actual TFP
growth.

5. Or, unmeasured intangibles grow only
slightly faster than conventional value added
inputs, but they have a large share (sRY ) and
boost measured TFP growth.

Analysis of implication 1 is outside the scope
of this chapter, except to the extent we are able to
rule out all others. Implication 2 is compelling
pursuit in light of recent evidence that there are
productivity spillovers from non-R&D intan-
gible investments (Corrado et al., 2017); evidence

for spillovers from R&D is well established (e.g.,
Griliches, 1992).

In recent work, Brynjolfsson et al. (2018) sug-
gest the introduction and rise of artificial intelli-
gence (AI) might be an example of bias to current
measures of TFP. The sources of bias set out in
Eq. (16.17) is in the spirit of their analysis, i.e.,
they suggest that implication 4 helps to explain
the current productivity slowdown because AI
investments are both fast-growing and missing,
and that implication 5 points to why the slow-
down might be expected to be temporarydthe
returns to AI have yet to come.

A belief that slow productivity growth is tem-
porary due to lags in returns to innovation in-
vestments hinges on the expectation that
returns eventually materialize. If they do not
(or as one waits for them), we essentially have
implication 3, abnormally high innovator
markups, i.e., Google makes massive invest-
ments in AI, paid for by very high prices charged
to downstream producers for branding and
selling on Google’s search platform. At the
same time, these same downstream producers
pay high fees to IT consultants for AI-based
data services with the expectation of future pay-
offs in organizational efficiency or return sales.

All told, when there are lags in returns to in-
vestments in innovation, upstream costs limit
output and productivity growth in downstream
sectors. This is one of the major implications of
the model, and it seems especially useful in the
context of recent productivity developments.
For example, a recent analysis of US productivity
(Byrne and Corrado, 2017) looked at relative pro-
ductivity in the information and communication
technologies (ICT) serviceseproducing sector
and a non-ICT general production sector; the
study found industry-level evidence for “slow
returns to spending on IT reorganization and/
or data analytic services” as an explanation for
the very weak relative TFP growth among non-
ICTeproducing industries in the Bureau of La-
bor Statistics (BLS) industry-level productivity
measures during 2011e14.
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16.3 Empirical analysis

In this section we first provide descriptive
evidence on the dynamics of tangible and in-
vestment for 10 European countries and the
United States for the years 1996e2016 and
then examine (1) growth decompositions to
analyze the relevance of intangible capital to un-
derstanding developments in productivity, and
(2) intangibles-related hypotheses for explain-
ing the productivity slowdown.

16.3.1 Coverage

We are unable to use the full INTAN-Invest @
2018 data set in our productivity analysisd
recall it covers 20 European countriesddue to
limited (historical) output and/or labor input
source data for many countries. There are 10,
primarily Western, European countries
included in our empirical analysis. They are
Austria (AT), Germany (DE), Denmark (DK),
Spain (ES), Finland (FI), France (FR), Italy (IT),
Netherlands (NL), Sweden (SE), and United
Kingdom (UK).

Our coverage of these economies and the
United States is for 11 NACE A21 industry sec-
tors that represent most nonagricultural private
business activity in the two geographies: mining,
manufacturing, construction, wholesale and
retail trade, transportation and storage, accom-
modation and food services, finance and insur-
ance, professional services, administrative
services, and other services.12 See Table 16.2 for
details.13

In the following discussion, “aggregate GVA”

refers to the sum of gross value added (GVA) for
included industries, i.e., NACE sectors B, C,
FeK, M, N, and S per Table 16.2, including

TABLE 16.2 Industry sectors.

Sector Description

A Agriculture, forestry and fishing

B Mining and quarrying

C Manufacturing

D Electricity, gas, steam and air conditioning supply

E Water supply; sewerage, waste management and
remediation activities

F Construction

G Wholesale and retail trade; repair of motor
vehicles and motorcycles

H Transportation and storage

I Accommodation and food service activities

J Information and communication

K Financial and insurance activities

L Real estate activities

M Professional, scientific and technical activities

N Administrative and support activities

O Public administration and defense; compulsory
social security

P Education

Q Human health and social work activities

R Arts, entertainment and recreation

S Other service activities

T Activities of households

U Activities of extraterritorial organizations and
bodies

NotedINTAN-Invest covers all but the dark-shaded industry sectors.
All shaded sectors (light and dark) are excluded from the SOG
decompositions reported in this paper.
Source: NACE Rev. 2 A21 industry sectors as defined in Eurostat: NACE
Rev. 2: Statistical classification of economic activites in the European com-
munity. Technical report, European Commission, 2008.

12 NACE is the industry standard classification system used in the European Union.
13 While INTAN-Invest covers the NACE A21 industry sectors except sectors L, O, P, Q, T, and U, our analysis also
drops A, D, E, and R to better represent nonagricultural private business activity.
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capitalized nonnational accounts (non-NA) in-
tangibles investment. “Industry output” refers
to adjusted industry GVA in real terms.

16.3.2 Europe and United States
investment aggregates

We touched on the substantial cross-country
variation in intangible and tangible investment
intensity in the first section of this chapter.
Here our focus is over time, both in the aggregate

and comparatively at the Europe versus United
States level. The investment slowdown experi-
enced by advanced economies has been highly
debated since the onset of the global financial
crisis in 2008, and analysis has often looked at
the tangibleeintangible divide between Europe
and the United States (e.g., Corrado et al., 2016;
European Investment Bank, 2018).

Fig. 16.2 shows data on the intangible and
tangible investment shares of aggregate GVA
in Europe and the United States in panel (a).

 Europe plus the United States
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FIGURE 16.2 Intangible and Tangible Investment Shares. NotedSee Section 16.3.1 for industry and country coverage.
Shares are of aggregate GVA including all intangibles. Source: Authors’ elaboration of data from INTAN-Invest @ 2018, EU KLEMS,
Eurostat, and national accounts for European countries and the United States.
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As may be seen, intangible investment overtook
tangible investment after the global financial
crisis, during which intangible investment fell
comparatively less than tangible investment.
Panel (b) of Fig. 16.2 distinguishes between in-
vestment shares for Europe versus the United
States. The US intangibles share is higher and
more variable than the aggregate share for our
10 European (EU) countries. The fallback in the
US share in 2015 and 2016 is due to sharp con-
tractions in mineral exploration in those years;
excluding this component (not shown), the US
share continues to rise. In the EU countries, the
intangible investment share follows a steadily
increasing trend over all years. The tangible
share declines, on balance, in both geographies.

The trends in Fig. 16.2’s picture of intangibles
versus tangibles in Europe are largely un-
changed when the Mediterranean countries of
Italy and Spain are excluded, but as suggested
by Fig. 16.1, investment in these countries is
more tangible intensive. When these countries
are excluded, the average rate of tangible invest-
ment in the covered industry sectors in the
remaining countries is 2.1 percentage points
lower than the rate of intangible investment
(2008e16).

Before we use these data to develop produc-
tivity estimates, consider first the data set’s
possible biases following the discussion of
missing intangibles in the previous section. We
are not in a position to quantify investments in
AI and then examine whether missing invest-
ments in AI “explain” part of the productivity
slowdown using Eq. (16.17) because investments

in AI, such as spending for the creation and cura-
tion of databases, are not regularly broken out in
the source data used to estimate market sector
intangibles in INTAN-Invest.14

That said, we believe that INTAN-Invest is
unlikely to be missing significant digital-related
investments in intangibles by firms in market
sector industries. Consider that (1) firm develop-
ment of machine learning training algorithms is
likely to be included in software development
R&D; (2) software occupations used to estimate
software produced on own-account in national
accounts may overlap with workers who process
and monetize databases; and (3) purchases of
data analytic services are likely included in man-
agement and computer-related consulting ser-
vices. We cannot affirm these conditions for all
series in all countries, but we are able to appeal
to two indicators of AI activities in the United
States: private industry purchases of computer
design consulting services and for-profit busi-
ness investments in computer, software, and
data-processingerelated R&D. Byrne and Cor-
rado (2017) argue at recent developments in
these series are related to the demand for data
analysis via cloud computing.

The US AI indicators are plotted in Fig. 16.3
relative to total US GDP. As may be seen, both
indicators are dynamic and growing. While
data on computer design consulting services
for Europe are lacking, estimates of computer-
related R&D based on industry-level estimates
from EU KLEMS suggest the pace of these in-
vestments are generally stable relative to GDP
in Europe.15 This differential pattern is consistent

14 Note, too, that the Brynjolfsson et al. (2018) study did not rely on investment data coherent with national accounts,
which is our objective with INTAN-Invest. See Appendix A for further details on INTAN-Invest.
15 The R&D component is included in INTAN-Invest intangibles of course. While a separate series for computer
design consulting services is not now included in the INTAN-Invest harmonized industry sector estimates for Europe
and the United States, the computer design consulting services shown in Fig. 16.3 is included in the aggregate
nonharmonized series for intangible investment in the United States that begins in 1977. See www.intaninvest.net for
further details.
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with established patterns in EUeUS productiv-
ity comparisons (e.g., those based on EU
KLEMS; see O’Mahony and Timmer, 2009),
namely, that ICT investment rates are relatively
higher and more dynamic in the United States.
Thus, there is evidence of an AI investment dy-
namic in the United States, though not so much
in Europe and even in the United States, avail-
able indicators suggest these investment rates,
which exclude government-funded research by
universities, are still rather small.

16.3.3 Application of the SOG
framework

In addition to theory, Jorgenson made sub-
stantive contributions to the practical application

of the SOG framework. Because output growth
can be divided into contributions from input
growth and total factor productivity growth da,
major efforts addressed the measurement of K
and L inputs to better understand the contribu-
tion of da to economic growth.

One way to better measure K and L inputs is
to account for changes in their composition (a
form of quality-change to the extent higher rela-
tive prices and better quality go together). This
was originally done in Jorgenson and Griliches
(1967) and expanded in SOG implementations
with coauthors over the years (e.g., Jorgenson
et al., 1987, 2005a). He highlighted ICT and its
contribution to growth via rapid relative price
declines in ICT capital in his presidential
address to the American Economic Association
(Jorgenson, 2001), an application of his produc-
tion possibilities frontier.16

16.3.3.1 Methods for K and L inputs

Jorgenson’s contributions to the measurement
of K and L and the distinction between ICT and
Non-ICT capital are the “state of the art” in pro-
ductivity measurement today. This is demon-
strated by methods used in (1) official TFP
estimates for the United States that have been is-
sued annually by the Bureau of Labor Statistics
since 1981; (2) the EU KLEMS database project
that has calculateddon a country-by-county
basisdTFP estimates for Europe periodically
since March 2007; and (3) the extensive world-
wide network of researchers and practitioners
involved in the WORLD KLEMS initiative
founded by Jorgenson in 2010. In this section
we apply these methods as closely as possible.

We follow EU KLEMS in our tangible capital
estimation and look at aggregates for ICT equip-
ment and Non-ICT equipment and structures in
our analysis. We also follow EU KLEMS in using
price deflators for ICT equipment that are
harmonized to those for the United States; here
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.4%

.6%

.8%

1.0%

1.2%

1.4%

1987 1992 1997 2002 2007 2012 2017

Computer design consul�ng services

Computer equip/so�ware/data-processing R&D

FIGURE 16.3 Indicators of AI product development in
the United States (percent of GDP). Source: Authors’ elabora-
tion of data developed and described in Byrne DM and Corrado
CA: ICT Services and their Prices: what do they tell us about Pro-
ductivity and Technology? International Productivity Monitor,
2017. (33):150e181.

16 See Jorgenson et al. (2005b) for further discussion.
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we also harmonize price deflators for software
based on estimates provided by the OECD.17

Our tangible capital stocks are created using
the geometric depreciation rates discussed in
Section 16.1.2 (p. 1.2).

Regarding labor services, we look at labor
input (L) decomposed into hours of all persons
(H) and a composition index. The former is
sourced from national accounts and composition
indexes are from EU KLEMS for European coun-
tries and BLS for the United States.18

16.3.3.2 Methods for growth decompositions

Growth decompositions in this paper are
calculated for industry value-addedweighted la-
bor productivity in Europe and the United
States. Define labor productivity in industry i
in country j as (Q/H)i,j and its log change as
d(q/h)i,j. Our decompositions are for the
following bottom-up aggregates:

dðq=hÞ ¼
X
i

I XJ
j

ui;jdðq=hÞi;j i ¼ 1; I; j ¼ 1; J

(16.18)

where aggregation for Europe is over 10 countries
(indexed by j) and 11 industries (indexed by i); the
aggregate for the United States is over industries
only. The weights ui;j are Divisia weights based
on industry i in country j’s purchasing-power-
parity (PPP)eadjusted value added share in the
relevant aggregate.19 Inputs for Europe also are
PPP-adjusted value-added weighted aggregates.

The labor productivity decompositions for
Europe and the United States are then calculated
as follows:

dðq=hÞ ¼ vldðl=hÞ þ vkdðk=hÞ þ vrdðr=hÞ þ dam
(16.19)

where dam is measured TFP growth, here with
intangibles. Our analysis and decompositions
are for periods before and after the financial
crisis.

Before we turn to our results, we first look at
labor productivity calculated at an aggregate
level d(qa/ha), i.e., where Q andH are aggregated
first and labor productivity is obtained as their
ratio. Aggregate labor productivity is arguably
a welfare measure (e.g., Hulten, 1978), and we
first wish to know whether it is driven by under-
lying productivity gains, i.e., d(q/h)i,j weighted
by value-added shares, or a reallocation of hours
across sectors. Value-added share-weighted la-
bor productivity misses the extra kick to aggre-
gate labor productivity that comes when labor
moves to high value-added per hour sectors,
i.e., we have

dðqa=haÞh
XI
i

ui;jdðq=hÞi;j þ
XI
i

ud
�
hi;j

�
h
�
.

(16.20)

where the final term represents the reallocation
of hours as set out by Stiroh (2002) and the coun-
try dimension is ignored. In the graph below, we
calculate this term for Europe and the United
States, before and after financial crisis and it
turns out to be small (Fig. 16.4).

16.3.4 Sources-of-growth results

Fig. 16.5 uses Eq. (16.18) (which is based on Eq.
16.8 from the previous section) and shows labor
productivity growth and contributions to labor
productivity growth from labor composition,
tangible and intangible capital deepening, and
total factor productivity. The decomposition are
for Europe and the United States, and for both

17 We thank Nadim Ahmad for supplying these deflators.
18 Labor composition figures for Europe in 2016 are authors’ estimates.
19 The industry PPPs are from Eurostat.
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FIGURE 16.5 Decomposition of Growth in Labor Productivity. NotesdSee Section 16.3.1 for industries and countries
included. Figures are natural log differences. Source: Authors’ elaboration of data from INTAN-Invest@2018, EU KLEMS, and na-
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before and during/after the global financial
crisis.20 The European sovereign debt crisis years
(2010e12) are of course included in the second
period.

In the precrisis years (1999e2007), labor pro-
ductivity grew at faster pace in the United States
(2.7% per year) compared with Europe (1.8% per
year); both were largely driven by capital deep-
ening that accounted for about 60% of the ad-
vances in labor productivity. Tangible capital
provided a larger growth contribution compared
to intangible capital but was a relatively more
important driver in Europe. TFP growth was a
relevant driver in both geographies during this
period, accounting for 37% and 33% of labor pro-
ductivity growth in the United States and
Europe, respectively.

The overall picture is remarkably different in
the during/after crisis period (2008e16), reflect-
ing a combination of factors that negatively
affected productivity dynamics in all advanced
economies: increasing economic and political
uncertainty, slow increase in demand, and low
wage growth (Remes et al., 2018). Labor produc-
tivity slowed markedly, to 0.9 and 0.6% per year
in the United States and Europe, respectively,
driven by both a decline in capital intensity
and weak/negative changes in TFP. On balance,
TFP growth in Europe was negative over the
period, reflecting an incomplete recovery from
the large drops in 2008 and 2009.

Changes in real market sector output in 2008
and 2009 were somewhat larger in Europe than
in the United States (�4.2% in Europe
vs.�3.4% in the United States, at average annual
rates), but downward adjustments to person
hours were very sharp in the United States
(�4.9%) whereas Europe curtailed hours more
moderately (�2.3%). Thus, although capital
deepening rose in both geographies in these

years, the drop in total factor productivity was
especially large in Europe; it fell 1.6% in 2008
(compared with a 2.0% drop in the United
States) and plunged nearly 6% in 2009
(compared with edging down 0.4% in the United
States).

All told, TFP growth in Europe, after account-
ing for intangibles, slowed from 0.67% per year
prior to the crisis (1999e2007) to �0.35% per
year after the crisis (2008e16). In the United
States, TFP growth slowed from 0.89% per year
(before) to 0.26% on average (after). Thus we
have total factor productivity slowdowns of 1.0
percentage point per year (Europe) and 0.63 per-
centage points per year (United States).

16.3.5 Productivity slowdown redux

What might account for these slowdowns?
Let us first consider measured productivity
excluding INTAN-Invest’s non-NA intangible
assets (lines 5e8 on Table 16.1). Although the
weight on non-NA assets is fairly large, their in-
vestment path (in the aggregate) is not terribly
dynamic after the early 2000s. If we had not capi-
talized non-NA intangible assets, the decelera-
tion in TFP growth reported in Fig. 16.5 would
have been 0.1 percentage point per year greater
for both Europe and the United States. Thus
ignoring non-NA intangibles creates a slighter
larger downturn to explain.

Next, we consider that commercial knowl-
edge spillovers are proportional to growth of
intangible capital services, i.e., da ¼ bdrY.
Fig. 16.6 explores this relationship before
(squares) and after (circles) the financial crisis.
The figure points to a positive correlation be-
tween TFP and intangible capital services
growth rates, consistent with a spillover relation-
ship driven by partial appropriability and as

20 The global financial crisis refers to the period of extreme stress in global financial markets and banking systems
between mid-2007 and early 2009.
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reported (Corrado et al., 2017); the latter is a
cross-country econometric analysis that found
significant TFP spillovers to intangible capital af-
ter controlling for other factors of production
and endogeneity of inputs. The study considered
the precrisis years using data that since have
been substantially revised. Fig. 16.6 suggests,
however, that a relationship persists in recent
years (no obvious slope difference between the
pre- and postcrisis time periods) and that a sig-
nificant slowdown in intangible capital services
accompanied the postcrisis slowing in produc-
tivity (or vice versa).

Assuming the previously estimated spillover
coefficient bb is applicable to recent experience
and revised data, how much of the TFP decline
can be accounted for by the slowing of intangible
investment? The econometric analysis reported

in Corrado et al. (2017) generally finds thatbb ¼ :2, consistent with results for R&D re-
ported in Griliches (1992). When this bb is applied
to the figures for the slowdown in intangible
capital services, we find that knowledge spill-
overs can account for nearly all of the slowdown
in productivity in the United States and one-
third of the decline in TFP growth in Europe.21

16.4 Conclusions

This chapter develops a theoretical frame-
work for the analysis of the relationship among
intangibles, innovation, and productivity by
setting out a Jorgenson-like model of economic
growth. The model is first used to explore the
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FIGURE 16.6 Spillovers to Intangible Capital Services. NotesdSee text for industry sector coverage and methods for pro-
ductivity calculations. Figures plotted are natural log differences. Dotted line is linear trend through all observations. Sources:
Authors’ elaboration of data from INTAN-Invest@2018, EU KLEMS, Eurostat, and national accounts for European countries and the
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21 Intangible capital services grew 3.4% per year in Europe prior to the crisis and decelerated to 1.9% thereafter. This is
a slowdown of 1.5 percentage points, which when multiplied by 0.2 yields a productivity spillover of 0.3 percentage
point. For the United States, intangible capital services grew 4.9% per year prior to the crisis and decelerated to 2.0%
per year. This is a slowdown of 2.9 percentage points, which when multiplied by 0.2 yields a productivity spillover
of �0.58 percentage point.
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implications of the intangible-expanded growth
framework for analyzing productivity and inno-
vation, including how missing intangible invest-
ments might bias TFP estimates and how
markups by innovators interact with growth
and productivity.

The chapter also provides empirical evidence
on the relevance of intangible capital to explain-
ing productivity growth based on data for a sam-
ple of European countries and the United States
from a new release of the INTAN-Invest data set.
Our investigation of intangibles and the produc-
tivity slowdown found (1) the decline in capital
deepening (tangible and intangible) directly ac-
counts for a large part of the labor productivity
slowdown after the financial crisis but that intan-
gible capital growth recovered comparatively
faster than tangible capital, especially in the
United States; (2) the positive cross-country rela-
tionship between TFP and intangibles continues
to suggest that knowledge spillovers arise from
investments in both R&D and non-R&D intan-
gible assets, i.e., as in Corrado et al. (2017); and
(3) when the estimated spillover relationship is
applied to recent data, the decline in intangible
capital growth accounts for the decline in esti-
mated TFP growth in the United States but ex-
plains very little of the larger TFP growth
decline in Europe.

The work reported in this chapter suggests a
number of avenues to explore in future work.
The empirical implications of our model with
innovator markups and intangibles deserve
attention in light of recent work on markups
(e.g., De Loecker and Eeckhout, 2017). And there
is more to do on incorporating AI and the digital
economy into intangibles measurement. The cen-
tral point, however, is that these avenues poten-
tially can be answered in a Jorgenson-style
framework, even though it was developed in a
time where such questions were in the realm of
science fiction. That is eloquent testimony to
the richness, power, and logical consistency of
the neoclassical methods Dale Jorgenson devel-
oped and used in his work.

Appendix

The INTAN-Invest database

The main pillar of the INTAN-Invest estima-
tion strategy is the adoption of the expenditure-
based approach to measure the value of
investment in intangible assets. Moreover, the
project has the goal of generating measures of
harmonized intangible investment satisfying
(as much as possible) the following criteria:
exhaustiveness, reproducibility, comparability
across countries and over time, and consistency
with official national accounts data. The latter
goal is particularly important because our aim
is to generate measures of intangible investment
coherent with national accounts aggregates used
to develop production accounts for the calcula-
tion of total factor productivity, i.e., output,
investment in tangible assets, intermediate
costs, compensation of employees, hours and
employment.

The above characteristics are assured by the
adoption of official data sources designed to
be homogeneous across countries. But an
implication of the adopted estimation strategy
is that our estimation methods can be applied
only for the years when national accounts data
are available. For EU countries, the starting
date of national accounts data from Eurostat
database usually ranges from 1995 (for almost
all countries) to 2000 (and even more recent
years for detailed data on gross fixed capital
formation [GFCF] by industry in a few coun-
tries). The relatively short time coverage for
European countries is one of the main weak-
nesses of our database, because a longer time
period would be preferred for the analysis of
economic growth. Estimates for the United
States are available from 1977 on although es-
timates beginning 1998 are more robustly
estimated.

INTAN-Invest @ 2018 data cover total invest-
ment in industries from NACE sectors shown in
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Table 16.2, namely, A to K, M, N, R and S up to
2015 and aggregate estimates for 2016.

The implementation of INTAN-Invest estima-
tion strategy leads to the adoption of two
different approaches for intangible assets not
currently included in the SNA2008 asset bound-
ary (design, brand, training, organizational cap-
ital, and new financial products) and for the
assets already included (computer software
and databases, research and development, min-
eral exploration, and entertainment, literary
and artistic originals).

Methods and sources (EU countries)

National accounts intangible assets are based
on official national accounts estimates of GFCF
by industry. National accounts data on GFCF
in intellectual property products (IPPs) by 21 in-
dustries and total GFCF (with no industry disag-
gregation) in computer software and databases
(SFT) and in research and development (R&D)
are available for all countries included in our
analysis. Moreover, for almost all countries also
data on SFT and R&D by 21 industries are avail-
able. For these countries, we estimate overall
GFCF in mineral exploration and artistic and
entertainment originals (MINART) by 21 indus-
tries as a residual. For countries where only total
IPP by industry is available, we have adopted
the following approach: First, we produce pre-
liminary estimates of the industry distribution
of GFCF in SFT, R&D, and MINART using the
available indicators. Then we have rescaled pre-
liminary estimates to make them consistent with
total GFCF in IPP by industry and with aggre-
gate GFCF in SFT, R&D, and MINART (using
an iterative biproportional fitting procedure).
The preliminary estimates have been derived
from ESA95 national accounts data on GFCF
by industry or from capital stocks estimates,
depending on data availability.

The estimates of the purchased component of
brand, design, and organizational capital in

INTAN-Invest @2018 are obtained directly at
the industry level using expenditure data by in-
dustry provided by the use tables, expressed ac-
cording to the NACE Rev2 and related CPA2008
product classifications. Use tables consistent
with latest guidelines for European national ac-
counts (ESA2010) are available for all countries
included in this chapter from 2010 until 2014,
while use tables consistent with prior guidelines
(ESA95) are available from 2008 until 2010.

The use tables compiled according to NACE
Rev.2/CPA2008 classifications report intermedi-
ate costs of each industry for the following prod-
ucts: Advertising and Market Research Services
(CPA M73), Architectural and engineering ser-
vices, technical testing and analysis services
(CPA M71), and Legal and accounting services,
services of head offices and management consul-
ting services (CPA M69 and M70). We take the
dataon total intermediate costs for these products
as a proxy for total expenditure, respectively, in
brand, design, and organizational capital.

The general approach is quite similar for all
three assets. The first step is to make the initial
data a better proxy of expenditure in the corre-
sponding asset. We deem that in the case of
Advertising and Market Research Services (CPA
M73) and Architectural and engineering services,
technical testing and analysis services (CPAM71)
the products identified in the use table are good
proxies of the corresponding assets and no
further adjustments are needed. In contrast, this
is not the case for Legal and accounting services,
services of head offices and management consul-
ting services (CPAM69 andM70). In this case, we
computed the share of turnover of NACE M701
in turnover of NACE M69 plus M70 for each
country and we apply the share to intermediate
consumption in CPA M69 and M70. The above
correction assumes that, in each country the share
of CPA M701 (consulting services) in total inter-
mediate consumption for CPA M69 and M70 is
the same across all industries.

Finally, in each industry the capitalization fac-
tor is applied to total expenditure by market
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producers to obtain the value of total expendi-
ture that we deem should be treated as GFCF
instead than intermediate consumption. Capital-
ization factors are asset specific but not industry
specific with the only exception of a special treat-
ment for subcontracting. In fact, it is likely that
part of Advertising and Market Research Ser-
vices (CPA M73) bought by the Advertising
and Market Research industry, that part of
Design services (CPA M71) bought by the Archi-
tectural and engineering industry, and that part
of Legal, accounting and consulting services
(CPA M69 and M70) bought by the Legal, ac-
counting and consulting industry are due to sub-
contracting activity. For this reason, we assume
that the capitalization factors for CPA M73 in
the Advertising and Market Research, for CPA
M71 in the Architectural and engineering indus-
try, and for CPA M69 and M70 in the Legal, ac-
counting and consulting industry are 50% lower
than in the other industries.

The approach outlined above is used to obtain
estimates from 2010 until 2014 (the years in
which use tables consistent with ESA2010 na-
tional accounts are available). The same
approach has been applied to the use tables
consistent with ESA95 available from 2008 to
2010 and the resulting estimates have been
used as indicators to back-cast the level of the
estimated intangible GFCF in 2010 until 2008.
The back-casting procedure has been imple-
mented at the industry level. For the years before
2008, we have produced intangible investment
time series using the rate of change of the previ-
ous release of INTAN-Invest estimates of GFCF
by industry as an indicator to back-cast the level
of the estimated GFCF from 1995 to 2008. For
each of the three assets, estimates for 2015 and
2016 have been derived updating 2014 using
turnover of the corresponding industry available
from Structural Business Statistics.

The estimates based on data available from
the use tables guarantee the exhaustiveness of
purchased GFCF in brand (based on product
CPA M73) and organizational capital (based on

product CPA M6970), but not that of design
(based on product CPA M71). In fact, in the
CPA classification, part of design activity is
also classified in the CPA M741, “Specialized
design activities.” The use tables currently avail-
able from Eurostat do not allow identifying
expenditure in CPA M741 because they only
report data for the CPA M74e75 (“Other profes-
sional, scientific and technical services and veter-
inary services”). The Structural Business
Statistics report data on turnover of NACE
M741, however, and we have taken the turnover
of NACEM741 as a proxy of total expenditure in
CPA M741. We assume that only the market
sector purchases “Specialized design activities”
and obtain our GFCF estimate applying the
same capitalization factor as CPA M71.

As for the own-account component, its esti-
mate requires detailed employment data by
type of occupation and by industry (e.g., from
the Structure of Earning survey or the Labour
Force survey) or a special survey. Eurostat avail-
able occupational data allow identifying only
those occupations related to organizational cap-
ital. Therefore, at this stage, we measure only
the own-account component of organizational
capital, while for design and brand we only esti-
mate the purchased component.

Methods and sources (United States)

The general methods outlined above are fol-
lowed for the United States, but there are some
departures and some significant differences in
data availability.

For intangible assets included in the national
accounts, separate data for artistic, literary, and
entertainment originals, including five detailed
components, are available, and thus all national
accounts IPP components are available. Each
IPP component is obtained from the U.S. Bureau
of Economic Analysis (BEA) Fixed Asset Ac-
counts (FAs), which covers 63 private industries
and provides time series from 1901 on (where
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relevant). The US industry data follow the North
American Industry Classification System
(NAICS) and the 63 industries are grouped to
the NACE sectors covered in INTAN-Invest
(see above for NACE sectors covered).

Non-NA components of intangible invest-
ment are based on BEA’s Annual Input-Output
Accounts (IO), which are available at the 71 in-
dustry sector level; the 71 industries include
the same 63 included in the FAs, plus 5 govern-
ment sectors. Annual IO data are available from
1997 on and may be linked to earlier versions
from 1977 on. Excluding training, discussed
below, we are able to rely on only one commod-
ity component in these accounts, miscellaneous
professional and technical services (BEA code
5412OP, which covers NAICS 5412-4,6-9). The
relevant individual components are first shared
out using details from the benchmark IO table,
which covers more than 600 industries. These re-
sults are then adjusted to a domestic spending
indicator based on gross output less net exports;
where relevant gross output and services trade
components are not available, product line reve-
nue data from Census Bureau surveys are used.

Official survey data on private industry
spending on employer-provided training are
scant for the United States. However, each year
Training Magazine issues a “Training Industry
Report” on US expenditures. The survey in-
cludes payroll of employees devoted to training
and spending on external products and services
for training; some major industry detail is pro-
vided. These data have been benchmarked to a
comprehensive survey conducted by the BLS in
1996, which also provided major industry sector
detail, and then controlled to the industry distri-
bution of intermediate purchases of education
services from BEA’s Annual Input-Output Ac-
counts. The own-account component is also
benchmarked to the BLS survey, extended by in-
formation in the “Training Industry Report” on
hours of training per employee and BEA wage
data by industry.
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17.1 Introduction

Since the introduction of the iPhone in 2007,
smartphones have become one of the wonders
of the modern age, providing a level of connectiv-
ity, data access, and functionality that was consid-
ered science fiction even 10 years earlier.1

Moreover, smartphones have become far more
capable during the past decade, with an

iPhone X having about seven times as many tran-
sistors as the original iPhone (and about 51,000
times as many transistors as an early 1980s IBM
personal computer).2 As with many other infor-
mation and communications technologies (ICTs),
that rapid change in capabilities and
characteristics poses challenges for estimating
quality-adjusted price indexes.3 Accurate esti-
mates of quality-adjusted prices are crucial inputs

1 Following Byrne and Corrado (2015), we define smartphones as “cellular phones with powerful operating systems
that allow multitasking and installation of third-party applications.” We also follow IDC’s definition of mobile
phones “as a device with a screen size of less than 7.0 inches as well as out-of-the-box cellular voice telephony with an
in-built mic/speaker, capable of connecting to a cellular network for voice communication through a service provider
plan.” These definitions exclude tablets, non-telephony-enabled devices, and rugged devices.
2 According to CNet (2018), the A12 chip powering an iPhone XS has about 6.9 billion transistors. An entry on Quora
(2016) estimated that the processor on an original iPhone had about 1 billion transistors. Hennessy and Patterson
(2012) report that an Intel 80286 powering early 1980s IBM PCs had 134,000 transistors.
3 For discussions of these challenges and ICT examples, see Aizcorbe (2014), Byrne and Corrado (2017), and Triplett
(2006).
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formeasures of inflation, real GDP and productiv-
ity growth, capital stocks, as well as for gauging
the pace of innovation in the technology sector.4

Moreover, until recently, manymobile phones5

were purchased as part of a bundle; purchasers
would receive a subsidy or discount on the phone
reducing the upfront out-of-pocket cost in ex-
change for a commitment to a multimonth wire-
less service plan whose price would include
payment for the remaining cost of the phone.6

This bundling, when it occurs, is problematic for
economic measurement both because a portion
of spending on services actually includes pay-
ments for phones and because that misallocation
could lead to the wrong deflators being applied
to the portion of the wireless services spending
that actually reflects this spending for phones.

In this chapter, we address both of those is-
sues, developing new price indexes for mobile
phones and proposing a methodology for disen-
tangling the phone and service portions of
spending on wireless services in recent years.

Regarding prices of mobile phones, we know
of only a handful of studies that have attempted
to construct constant-quality price indexes. For
the United States, Byrne and Corrado (2015)
developed matched-model indexes for mobile
phones and other types of communications
equipment. Their mobile phone index was based
on a mix of price datadincluding prices of used

phones for the period studied in this chapter d
and it declined at an average annual rate of
22% from 2010 to 2016.

Outside the United States, we are aware of
only one published paper that provides price in-
dexes for mobile phones: Watanabe et al. (2010)
for Japan. Using their hedonic analysis for the
prices for “feature” phones and smartphones,
they found declines in prices of mobile phones
of about 13% per year over the period from
2002 to 2007. For smartphones, preliminary find-
ings for two studies have also been reported at
conferences and international meetings. Chessa
(2016) applied hedonic techniques to smart-
phone prices in the Netherlands for the 24-
month period beginning in December 2013 and
found average annual declines of 14%; similarly,
the hedonic analysis by Karamti and Haouech
(2018) for Tunisia for the six-quarter period
beginning in 2016Q1 found annual average de-
clines of around 15%.

Among US statistical agencies, the Bureau of
Economic Analysis (BEA)das part of the 2018
Comprehensive Revision of the National Income
and Product Accountsdadopted the price index
from Byrne and Corrado (2015) for mobile
phones for equipment investment, Personal Con-
sumption Expenditures (PCEs), and trade flows.7

For the consumer price index (CPI), the Bureau of
Labor Statistics (BLS) recently implemented two

4 For discussions, see Byrne et al. (2016) and Byrne et al. (2017).
5 We use “mobile phone” and “cell phone” interchangeably. In the period of our study, the terms are essentially
synonymous. That is, nearly all mobile phones connect through a cellular network. Exceptions, like satellite phones,
are out of scope for our analysis.
6 Verizon’s 2016 annual report provides a description of these bundled plans and their phaseout: “Historically,
wireless service providers offered customers wireless plans whereby, in exchange for the customer entering into a
fixed-term service agreement, the wireless service providers significantly, and in some cases fully, subsidized the
customer’s device purchase. Wireless providers recovered those subsidies through higher service fees as compared to
those paid by customers on device installment plans. We and many other wireless providers have limited or dis-
continued this form of device subsidy.” Available at: https://www.verizon.com/about/sites/default/files/annual_
reports/2016/downloads/Verizon-AnnualReport2016_mda.pdf.
7 This index is maintained and updated by the Federal Reserve Board and is available at https://www.federalreserve.
gov/releases/g17/commequip_price_indexes.htm.
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improvements to the traditional matched-model
method that they had used for smartphones
through the end of 2017. Beginning in January
2018, the BLS began adjusting prices for item sub-
stitutions in the index using coefficients from a
hedonic regression; beginning in the April 2018
data, the BLS also increased the frequency with
which smartphones in the “basket” are refreshed
to twice a year. We cannot, however, compare
the BLS price index for mobile phones (or smart-
phones) to other indexes because the index for
mobile phones is not reported separately but
rather is a component of a broader index for
“telephone hardware, calculators, and other con-
sumer information items.”

Regarding the disentangling of bundled pur-
chases of mobile phones and wireless service
plans, we know of no past effort to separate
out the phone and service components of
spending on wireless service plans.

Our approach to these issues is as follows. On
price indexes, we believe that it is important to
see if hedonic techniques yield similar or
different price trends than past studies. Accord-
ingly, we develop new estimates for the United
States of quality-adjusted prices for smartphones
using data from IDC (International Data Corpo-
ration). These data track average selling prices
and units for smartphones and have not previ-
ously been used to develop hedonic price in-
dexes. Our preferred hedonic indexdwhich
allows coefficients to vary over timeddeclines

at an average annual rate of about 16% per
year from the first quarter of 2010 to the first
quarter of 2018. In addition, we combine our
smartphone price index with a matched-model
price index for feature phones to obtain an over-
all price index for mobile phones, which falls
17% per year from 2010 to 2018Q1.8 These esti-
mates provide useful points of comparison
with other recent estimates of prices, including
the index used by the Federal Reserve for the In-
dustrial Production data (which closely tracks
Byrne and Corrado (2015)). The price index for
mobile phones developed here falls rapidly like
the index in Byrne and Corrado (2015) but 4 per-
centage points slower in the overlap period. Yet,
it has the appeal of higher frequency (quarterly
vs. annual) and direct measurement of the price
of new phones, whereas the Byrne and Corrado
index relied on prices in the market for used
phones. This index points to rapid technical
change in smartphones since 2010, broadly in
line with the double digit rates of advance for
some other digital products as reported in Byrne
et al. (2017) and Byrne and Corrado (2017).9

With regard to the allocation of spending be-
tween cellular equipment and services in PCE,
we propose two adjustments to separate equip-
ment and services. First, we use Service Annual
Survey (SAS) data to identify upfront or out-of-
pocket spending on phones that is included in
the services category. Second, we use a compar-
ison of phone prices from IDC and J.D. Power to

8 To the extent that our preferred index differs from the deflators used in the national accounts, such differences likely
would have limited implications for real GDP because smartphones largely are produced outside the United States.
Federal Reserve Board estimates, based on Byrne and Corrado’s (2015) reading of Census data and private sources,
show US mobile phone production averaged around only $300 million a year from 2010 to 2016. At the same time,
some recent research has highlighted that a considerable part of the value added of iPhones and some other products
should be attributed to the United States rather than the country from which they are imported. If that adjustment
were made, then our estimates could have more significant implications for real GDP and productivity. See Guvenen,
Mataloni, Rassier, and Ruhl (2017).
9 Price trends provide information about the pace of innovation via the “dual” relationship in which price changes
reflect changes in input costs and total factor productivity. That being said, swings in margins and other factors may
complicate the linkage between price trends and the pace of technological advance.
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gross up equipment spending to the full cost of
the phone, taking account of any subsidy offered
by the service provider in exchange for a
commitment to a long-term contract for cell ser-
vice. In particular, the IDC data tracks the price
of smartphones without any service commit-
ment; that is, without netting out any discounts
(or subsidies) to the upfront cost of the phone.
In contrast, the J.D. Power datadwhich are
based on consumer surveysdcapture the
upfront or out-of-pocket price paid net of any
subsidies. Accordingly, the difference in prices
across these datasets provides an estimate of
the size of the subsidy. This comparison indi-
cates that these subsidies were quite substantial
prior to 2013, in the range of $200 to $300.
Then, starting around the beginning of 2013, mo-
bile phone providers began more frequently of-
fering straight up purchase options without
these discounts on purchasing a device. These
subsidies or discounts largely, though not
entirely, had disappeared by 2018.

With this information on discounts in hand,
we can split out the portion of spending on wire-
less service plans that actually reflects spending
for phones. We find that this share averaged
28% from 2010 to 2017, hitting a high of more
than 36% in 2012 and falling to about 21% in
2017. And, we can then apply our deflator for
phones to this portion of spending to get an
adjusted estimate of an overall deflator for the
spending on Cellular Telephone Services and,
by implication, for real PCE for this category.

Our calculations indicate that, after making
these corrections, the deflator for Cellular Tele-
phone Services fell at an annual average rate of
7.7% from 2010 to 2017, about 4 percentage
points faster than the currently published
deflator for this category. Accordingly, real

PCE for this category has grown 4 percentage
points faster per year over this period than the
currently published series.

We believe our results are valuable in their
own right as a contribution to improved mea-
surement of prices and PCE. In addition, our re-
sults contribute to the growing literature that
documents the rapid technical change in and
diffusion of products related to the digital
revolution.

This chapter is organized as follows. Section
17.2 discusses the IDC data we use and highlights
the rapid improvement of smartphone character-
istics. We describe our methodology for esti-
mating quality-adjusted price indexes in Section
17.3, and our new results for smartphone and
overall mobile phone price indexes in Section
17.4. Section 17.5 describes how we use data
from the SAS and a comparison of price data
from IDC and J.D. Power to disentangle and allo-
cate spending on phones and services when the
two are bundled together. Section 17.6 concludes.

17.2 IDC data and smartphone
characteristics

17.2.1 IDC data

We rely on data from IDC to develop smart-
phone price indexes. Specifically, we use data
from the Worldwide Quarterly Mobile Phone
Tracker dataset published by IDC. IDC estimates
revenue, units, and prices by model for the US
market using public and proprietary information
from phone manufacturers, component sup-
pliers, and distribution channel companies
(e.g., retailers and wholesalers).10 Unique
models are distinguished in the data by four

10 Data sources used by IDC are briefly described in “Worldwide Quarterly Mobile Phone Tracker,” available at
https://www.idc.com/getfile.dyn?containerId¼IDC_P8397&attachmentId¼47322790. The description of method-
ology in the text is based on “IDC’s Worldwide Mobile Phone Tracker Taxonomy (2018),” which is only provided to
subscribers, and on conversations with IDC analysts.
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variables: the “model” in IDC nomenclature
(e.g., “iPhone 4s”), the size of internal storage
(e.g., 8 gigabytes), the mobile telecommunica-
tions generation (e.g., 3G), and the operating sys-
tem (e.g., “Android Jelly Bean 4.1”). The
database contains both consumer and
commercial sales and does not provide model-
level information by market, so we cannot pro-
duce a pure CPI; however, roughly 90% of the
unit sales in the database are to the consumer
market. There are 1294 phone models in the
database.

The model prices reported are average selling
prices (before point-of-sale taxes) offered by re-
tailers or service providers without a contract
commitment, including channel costs such as
freight, insurance, shipping, and tariffs. As noted
above and discussed below, it was common dur-
ing a portion of the period covered in our anal-
ysis for service providers to bundle phones
with service contracts, and the IDC dataset indi-
cates over 80% of phones were sold through ser-
vice providers in this period. A crucial feature of
the dataset is that for phones sold through car-
riers, IDC analysts have been successful in col-
lecting the price charged for each phone model
without a contract commitment; that is, in all cases
where phones were sold with a service contract
commitment, the price recorded was the price
for that model of phone, without contract,
directly reported by the carrier. We also
confirmed that IDC is collecting actual prices
paid, rather than manufacturers’ suggested retail
prices (MSRPs), by examining cases where a
prominent manufacturer publicizes MSRPs and

confirmed that prices do, in fact, appreciably
deviate from the MSRP. In a small number of
cases, we recoded price observations to eliminate
implausible patterns.11

17.2.2 Smartphone characteristics

The IDC database also provides detailed in-
formation on phone model characteristics span-
ning 2010Q1 to 2018Q1. Table 17.1 reports
values of key smartphone characteristics in the
IDC data. The main inference we draw from
these data is that the quality of smartphones
improved significantly over the sample period.
For example, processor speed increased at an
average annual rate of 9% between 2010 and
2017, while the average number of cores in a
phone’s processor rose from 1 in 2010 to over 5
by 2017. Storage capacity also rose very rapidly,
increasing at an average annual rate of 29% dur-
ing 2010e17, and the amount of working mem-
ory (RAM) increased at an average annual rate
of 33% during this period. Camera resolution
also improved at a good clip during this period.

During our sample period, other important
aspects of the market for mobile phones
changed. The share of smartphones in the overall
market for mobile phones rose from 38% in 2010
to 94% in 2017. And, market concentration in the
market is substantial and climbs over this time
period. The Herfindahl index calculated with
manufacturers’ revenue shares in the consumer
smartphone market is 0.16 in 2010 and climbs
to 0.44 by 2017.12

11 In particular, we applied two rules. In cases of apparent missing values, defined as quarters where no units of a
model were sold flanked by nonezero sales in both adjacent quarters, a price and a quantity were added using log-
linear interpolation. In cases of a price spike, defined as a price increase of 10% or more in one quarter followed by a
price decrease of 10% or more in the following quarter, or a price “pothole,” defined symmetrically to spikes, we
substituted the log-linear interpolated price for the reported price.
12 There were 23 manufacturers in the market in 2017. If each manufacturer had an equal share of the market, the
Herfindahl index would be 0.05.
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17.3 Methodology for quality-adjusted
price indexes13

17.3.1 Matched-model indexes

We estimate both matched-model and hedon-
ic price indexes to control for quality change
though we emphasize hedonic indexes. The
matched-model approach, the most common
method employed by statistical agencies, relies
in its most basic formulation on price changes
over time for specific models of the good in ques-
tion, holding quality constant by construction if
models are specified in enough detail. This
approach takes an average of price changes for
specific models rather than calculating the
change in the price average across models.
Although the matched-model approach ideally
strips out the effect of quality change on prices,
this technique may fall short in cases

characterized by frequent model entry and exit
for two reasons. First, in the period of entry, no
price change relative to the previous period is
available, and, of course, no price change is
available in the period following the model’s
exit either. Second, if entering models have a
lower price relative to quality than incumbent
models and do not drive down the price of
incumbent modelsdthat is, the law of one
(quality adjusted) price does not holddbefore
the older model exits the market, the quality
improvement represented by the new model
may not be reflected in the index. Both issues
are a concern in the market for mobile phones.

For matched-model indexes, we consider first
an index constructed as an unweighted geometric
mean of price changes, known as the Jevons for-
mula. We start with unweighted indexes because
statistical agencies typically do not collect

TABLE 17.1 US Smartphone Characteristics, IDC Data. Average characteristics by year.

2010 2011 2012 2013 2014 2015 2016 2017
Annual average
growth rate (%)

Processor speed (GHz) 1.0 1.1 1.2 1.4 1.5 1.6 1.7 1.9 9

Cores 1.0 1.2 1.7 2.3 2.7 3.4 4.3 5.2 23

Storage (GB) 7.2 12.9 15.4 16.6 21.5 30.7 36.3 55.9 29

RAM (GB) 0.23 0.34 0.44 0.98 1.31 1.61 2.03 2.34 33

Camera resolution
(megapixels)

4.2 5.2 6.5 7.8 8.7 9.7 10.1 10.4 13

Screen diagonal (inches) 3.3 3.5 3.8 4.2 4.5 4.7 4.9 5.1 6

Smartphone share of mobile phone units
sold (%)

38 55 69 77 88 87 91 94

Herfindahl index of market concentration 0.16 0.26 0.35 0.35 0.36 0.39 0.41 0.44

Note: The Herfindahl index measure of market concentration is the sum of the squared revenue shares by manufacturer in the US consumer
market for smartphones.
Source: IDC Mobile Phone Tracker database.

13 The description of hedonic methodology in this section draws heavily from Byrne et al. (2018), including a sig-
nificant amount of text taken and adapted directly from that paper.
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weights at the model level in each period.14 In
addition, researchers estimating hedonic indexes
often do not have model-level weights.

Such a lack of weighting raises two issues.
First, some models undoubtedly represent a
greater share of the market than othersda
particular concern in the mobile phone market
where a handful of Apple models account for a
disproportionate share of the market. Second,
the relative importance of models changes over
time. The importance of the issue of fixed
weights in price indexes has been the subject of
extensive research. Generally speaking, allowing
weights to evolve over time is the preferred
approach as that allows the index to reflect con-
sumers’ response to relative prices and substitu-
tion across models as discussed in Diewert
(1998). Our second matched-model index ad-
dresses this issue; we calculate an index where
the model-specific price changes are weighted
by the average of their revenue share in the
two periods used to calculate the price change
(known as the Tornqvist formula).15

17.3.2 Hedonic price index methodology

Hedonic regressiondestimating the statistical
relationship between model prices and product
characteristics and performancedprovides in-
formation that can be used in a variety of ways
to construct constant-quality indexes. One can
impute model prices for the period prior to the
model’s appearance in the market and use the
implied price change in a conventional

matched-model formula (Pakes, 2003). Another
approach is to adjust the price of a newly intro-
duced model according to the implicit valuation
of the difference in characteristics relative to an
existing model.16 In this chapter, we focus on a
third approach, estimating “time-dummy” he-
donic price indexes. In this setup, product char-
acteristics act simply as control variables and
the focus is on the quality-adjusted price trend
implied by the coefficient on the dummy for
each time period, with the quality change
stripped out by the regression.17 All of these ap-
proaches are valid uses of hedonic regression for
the construction of constant-quality price in-
dexes, and the choice of method is dictated
largely by the circumstances.18

To fix ideas for our time-dummy hedonic
price indexes, consider the following simple
dummy-variable hedonic specification:

ln
�
Pi;t

� ¼ aþ
X
k

bkXk;i;t þ
X
t
dtDi;t þ εi;t

(17.1)

where Pi,t is the price of smartphone i in quarter t,
Xk,i,t is the value of characteristic or
performance metric k for smartphone i in
quarter t (measured in logs or levels, as
appropriate), Di,t is a time dummy variable (fixed
effect) that equals 1 if smartphone i is observed in
quarter t and zero otherwise, and εi,t is an error
term.

An often-cited concern with Eq. (17.1) is that
the coefficients on the characteristic or

14 Survey participants may be asked to report a revenue-representative set of products when they first enter the
survey sample, but then not be asked to report sales by model in subsequent periods.
15 The Tornqvist index satisfies the criteria set out in Diewert (1976) for a “superlative” price indexdone which
provides a reasonable approximation to a true cost of living index.
16 This “explicit quality adjustment” approach is used by BLS in their consumer price index for smartphones. (See
“Measuring Price Change in the CPI: Telephone hardware, calculators, and other consumer information items,”
available at https://www.bls.gov/cpi/factsheets/telephone-hardware.htm.)
17 The BLS used this approach for the first time for their producer price index for semiconductors beginning in 2018.
18 Triplett (2006) notes these approaches are equivalent under fairly general conditions.
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performance variables are constrained to remain
constant over the full sample period as discussed
in Berndt (1991) and Pakes (2003). We mitigate
this concern by estimating each time dummy
with a separate regression; that is, we estimate
adjacent-period regressions as discussed in Tri-
plett (2006).19 Specifically, we estimate the
following regression for each overlapping two-
quarter period:

ln
�
Pi;t

� ¼ aþ
X
k

bkXk;i;t þ dD2 þ εi;t (17.2)

where Pi,t is a price observation for smartphone
i in quarter t. The dummy variableD2 equals 1 if
the price observation is in the second quarter
of the two-quarter overlapping period and
0 otherwise. In addition, we run weighted re-
gressions, where observations are weighted ac-
cording to the share of revenue the models
represent in the market during the quarter
when each price is observed. To construct a
price index from this sequence of regressions,
we spliced together the percent changes implied
by the estimated coefficients on the D2

variables.20

17.4 Smartphone price indexes

17.4.1 Matched-model

Price indexes constructed using different for-
mulas and specifications with the IDC data are
shown in Table 17.2. As shown in line 1, the sim-
ple average price of smartphonesdwith no

quality adjustmentdedged down about 1% per
year on average in the time period of our analysis,
from the first quarter of 2010 to the first quarter of
2018. Roughly speaking, there are two noticeable
periodsdprices moved up through 2013, then
fell, on balance, through 2017da pattern visible
in the quality-adjusted price indexes as well.
The trend in the unweighted Jevons index, line
2, contrasts sharply with the path of average pri-
ces; the index falls 19% per year on average. Line
3 reports results for the revenue-weighted
Tornqvist index. Clearly, weights matter a great
deal for this market: the weighted index falls
10% per year on average, a full 9 percentage
points more slowly than the Jevons index.
Numerically, we attribute this difference to a
prominent phone manufacturer which has a sub-
stantial market share by revenue but releases rela-
tively few phone models and consequently plays
a more important role in the Tornqvist index than
it does in the Jevons index.21 Phone models sold
by this manufacturer have significantly slower
price declines than those of other producers, on
average. Accordingly, we weight price observa-
tions in the hedonic regressions we report below
by model revenue for the relevant quarter.

17.4.2 Hedonic

For our hedonic indexes, we first consider the
simple, time-invariant specification in Eq. (17.1),
regressing (the natural log of) price on four
continuous measures of engineering capability
(storage capacity, screen size, camera resolution,
and processor speed, all in natural log form) and

19 An alternative approach, advocated by Pakes (2003), is to run a separate regression for each period and construct a
price index using imputed prices for each period.
20 We apply the adjustment suggested by van Dalen and Bode (2004) for adjacent-period regressions to correct for bias
introduced when going from the natural log of prices to price levels, which is based on the standard error of the
estimated coefficient on the second-period dummy. The adjustment reduces the annual average rate of decline for our
preferred index by 0.1 percentage point over the period of our study.
21 Our agreement with the data provider prevents us from disclosing the name of the manufacturer.
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an array of dummy variables.22 Specifically, we
include dummies for phone manufacturer
(there are 43 in our dataset), for operating system
(there are 58 in our dataset, for example,
“Android Froyo 2.2”), for telecommunications
generation (2G, 3G, 3.5G, 4G), and for input
type (QWERTY keyboard vs. touchscreen). We
also include a dummy for models in their quarter
of introduction.

Our rationale for including an introduction-
quarter dummy is to account for price variation
over the model life cycle that does not merit inclu-
sion in measured quality-adjusted price trends. In
particular, prices paid when models are first
introduced may be affected by a number of fac-
tors that confound quality adjustment: When a
model first appears, the novelty of the item may
lead select early-adopter consumers to pay a

TABLE 17.2 Quality-Adjusted Price Indexes for Smartphones, IDC Data (average of quarterly percent changes,
annual rate).

2011 2012 2013 2014 2015 2016 2017 2011e13 2014e17 2010Q1e2018Q1

1. Average prices 3.0 1.6 0.4 �6.9 �0.4 �14.7 11.9 1.7 �2.6 �0.8

Matched-model indexes

2. Unweighted (Jevons) �14.2 �9.8 �21.9 �18.9 �26.7 �29.3 �21.1 �15.3 �24.0 �19.3

3. Weighted (Tornqvist) �4.7 �9.1 �12.7 �11.9 �12.9 �12.5 �9.8 �8.9 �11.8 �10.0

Hedonic indexes

4. Time invariant �8.8 �16.6 �16.2 �18.5 �16.9 �28.6 �24.7 �13.9 �22.2 �19.6

5. Time-varying effects
(adjacent quarter)

L6.5 L11.1 L16.8 L16.9 L14.9 L24.8 L19.4 L11.4 L19.0 L15.5

6. Manufacturer-specific �13.4 �12.6 �13.3 �20.5 �16.4 �23.8 �16.5 �13.0 �19.3 �16.0

Memo

Feature phones �8.0 �16.8 �17.3 �48.6 �31.3 �7.8 �0.9 �14.0 �22.2 �18.5

Overall mobile phones �9.6 �14.9 �15.2 �28.0 �18.8 �22.5 �15.3 �13.2 �21.1 �16.6

Byrne/Corrado index �7.5 �19.9 �26.4 �28.8 �25.1 �25.0 NA �17.9 �26.3 �22.1

Note: All hedonic indexes are revenue-weighted and control for manufacturer, processor speed, storage, screen size, camera resolution,
operating system version, generation of wireless mobile technology, and input type. Themanufacturer-specific regression index is a Fisher chain-
weighted aggregate of indexes for six major manufacturers and a residual category. We apply to the results in lines 4 and 5 the adjustment
suggested by van Dalen and Bode (2004) for adjacent-period regressions to correct for bias introduced when going from the natural log of prices
to price levels, which is based on the standard error of the estimated coefficient on the second-period dummy. Average growth rates for Byrne/
Corrado index extend through 2016. For the 2011e16 period, the average growth rate for the overall mobile phone price index developed in this
paper is �18.2, roughly 4 percentage points slower than for the Byrne/Corrado index.

22 We also experimented with including measures of smartphone performance from Passmark, following the
emphasis in Byrne et al. (2018) on using performance measures in hedonic regressions. Our experimentation with a
small set of models indicated that performance measures added relatively little once a full set of characteristics were
included. Although we plan to pursue the approach further in future work, we did not do so in the current paper, and
we do not report results from hedonic regressions using performance measures.
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premium for the item that does not persist over
time.23 Alternately, the market may be in disequi-
librium at first in the sense that the “law of one
price” does not hold and the new item is sold at
a lower quality-adjusted price than incumbent
models (put another way, the price of the old
model does not fall enough to equilibrate to the
price-performance ratio of the new model).24 Or,
very early buyers may demand a discount in ex-
change for bearing the burden of testing the new
features of the phone.25 In addition, Apple typi-
cally introduces new models in Septemberdthe
third month of the third quarterd implying that
the average price observed in the IDC data for
that quarter is not an average of 3 full months
of price history as for other quarters, and that dif-
ference may distort estimates of the price change
in the following quarter. Whatever the correct
explanation, we find that adding a dummy vari-
able for the first quarter a model appears in the
market has a noteworthy impact on our results
as discussed below.

To recap, the first hedonic regressionwe report
includes quarterly time dummies, variables for
engineering capability, dummy variables for
manufacturer and operating system, and a
dummy for the quarter a model is introduced in
the market. As shown on line 4, the price index
constructed by chaining the coefficients on the
quarterly dummies falls 19.6% per year, on
average, from 2010Q1 to 2018Q1. The regression
results indicate this set of variables explains
83.9% of the variation in price.

We next consider the impact of allowing the
effect of these characteristics on price to vary
over time using the adjacent-quarter regressions
in Eq. (17.2). For example, a particular mobile
telecommunications generation (2G, 3G, 4G)
will represent relatively high quality when first

introduced and relatively low quality once the
succeeding generation enters the market. Thus,
one might expect a positive coefficient on 3G
early in its life cycle and a negative coefficient
once 4G phones are available. Likewise, when
phones with the Android Ice Cream Sandwich
operating system appeared, they commanded a
premium over phones with Android Ginger-
bread, the predecessor operating system; once
its successordAndroid Jelly Beandappeared,
Ice Cream Sandwich phones sold at a discount.
Dummies for these fine gradations of operating
system have the added appeal of serving as
proxies for an array of small features that are
enabled by each operating system generation.
This specification yields a price indexdreported
on line 5dthat falls 15.5% on average, appre-
ciably slower than the index derived from the
regression with time-invariant coefficients. This
set of adjacent-quarter regressions explains
92.3% of price variation on average across the
time period, substantially more than in the
time-invariant regression. For the reasons dis-
cussed below, this is our preferred specification.
And, in this specification, the dummy for quarter
of model introduction matters; when we exclude
this dummy from this specification, the aggre-
gate price index falls 2.6 percentage points
slower per year on average.

We also experimented with separate adjacent-
quarter regressions for each of the six phone man-
ufacturers which accounted for 5% or more of the
market by revenue in at least one quarter (Apple,
Blackberry, HTC, LG Electronics, Motorola, and
Samsung) and a seventh regression for the resid-
ual manufacturers. These separate manufacturer
regressions also introduce yet another form of
flexibilitydcharacteristic effects are permitted to
vary across manufacturers. The resulting price

23 This phenomenon was first studied in Pashigian, P., B. Bowen, and E. Gould (1995) for the motor vehicle market.
See Aizcorbe, Bridgman, and Nalewaik (2010) and Williams and Sager (2018) for more recent discussions.
24 Cole et al. (1986) offer this explanation in the market for computers.
25 We thank Erick Sager for suggesting this explanation.

17. Getting smart about phones396



indexes vary tremendously across vendors,
ranging from a 12% to 29% annual average
decline during 2010e18. Aggregating these price
indexes using revenue weights yields a price
indexdshown on line 6dthat falls 16.0% per
year on average. Because this rate of decline is
roughly the same as that for the regression which

pools manufacturersdreported on line 5dand
because the pooled price index is somewhat
more precise, we prefer the pooled regression
shown on line 5.26

Table 17.3 presents an overview of the regres-
sion results for our preferred specificationdthe
adjacent-quarter specification run with

TABLE 17.3 Summary statistics across regressions: Time-varying specification estimated with revenue-weighted
observations.

Mean Minimum

Observations 417 145

r-squared 0.92 0.88

Adjusted
r-squared

0.91 0.85

Number of regressions significant out of 32 Average coefficient

Storage 31 0.12

Camera resolution 31 0.36

Screen size 25 1.04

Processor speed 23 1.00

Introduction-quarter
dummy

19 �0.06

Number of regressions out of 32 with at least one
significant coefficient of category shown

Average number of significant
coefficients of category shown

(Zeros excluded)

Operating system version 28 5.4

Manufacturer 30 6.7

Input type 12 1.2

Mobile generation 5 1.2

Notes: Significance measured at the 10% level. Continuous variables (storage, camera resolution, screen size, and processor speed) are measured
in natural log terms, so coefficients represent price elasticities.
All significant coefficients for storage, camera resolution, screen size, and processor speed are positive. 14 of 19 significant coefficients for the
entry-quarter dummy are positive.
Input types include QWERTY keyboard, touchscreen, and the combination of both. Mobile generations are commonly referred to as “2G,” “3G,”
and so on and represent significant advances in the efficiency of data transmission on the associated network.

26 The regression which pools all manufacturers is more precise in the sense that 22 of 32 quarterly time dummy
coefficients are significantly different from zero at the 90% level in contrast to the manufacturer-specific regressions,
for which the number of significant time dummies ranges from 4 to 11. Note that because our data cover the entire
population of mobile phone models, P-values reflect population dispersion, rather than sampling variation.
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revenue-weighted observations. As shown in the
upper panel, individual adjacent-quarter regres-
sions have 417 model observations on average,
and no regression has fewer than 145 observa-
tions. The regressions explain 92% of price vari-
ation on average, as measured by the r-squared
statistic, and no regression has an r-squared
below 0.88.

The middle panel highlights that, among the
continuous performance variables, internal stor-
age and camera resolution are statistically signif-
icant as control variables at the 10% level in 31
out of the 32 adjacent-quarter regressions. Screen
size and processor speed are significant in 25 and
23 out of the regressions, respectively. As noted
previously, in this hedonic approach, model
characteristics are treated as control variables
and their estimated sign andmagnitude are diffi-
cult to interpret.27 That being said, we note that
coefficients for all four of the performance vari-
ables are positive, both on average as shown in
the table, and in all cases where the coefficient es-
timate is significant. The model-introduction
quarter dummy variable discussed above is sig-
nificant in 19 of 32 regressions, negative on
average, and negative in 14 of 19 cases where
the variable is significant.

The lower panel summarizes results for other
discrete variables. In nearly all of the regressions,
at least one operating system and manufacturer
dummy was significantd28 and 30 cases,
respectively. There are 54 distinct operating sys-
tem versions in the data, but only a handful are
relevant in any particular adjacent-quarter

regression.28 Although on average, only 5.4 of
these have significant coefficients in each regres-
sion, 39 of the 54 dummies are significant at least
once. Similarly, 6.7 of the 41 manufacturer
dummies are significant on average. The dummy
variables for input type and for mobile genera-
tion play a role less frequently, with at least
one of these dummies statistically significant in
12 and in 5 regressions, respectively. To provide
additional background on our results,
Table A17.1 in the Appendix shows complete
regression results for two selected quarters for
our preferred specification.

Bottom line: our preferred specification
delivers a price index that falls at an average
annual rate of 15.5% from 2010:Q1 to 2018:Q1.

We also created an index using the IDC data
on feature phones (i.e., mobile phones that are
not smartphones). The database does not pro-
vide model-level information for feature phones,
but does allow us to construct a matched-model
index using average prices for narrowly defined
groups of phones.29 Our feature phone price
index falls at an average annual rate of 18.5%
during 2010e18 as shown in a memo item in
Table 17.2. We created a Fisher chain-aggregated
index for all mobile phones using this feature
phone index and our hedonic smartphone
indexdalso shown in the tabledwhich falls at
an average annual rate of 16.6%. This rate of
decline is similar to, but 4 percentage points
slower than that of the Byrne and Corrado
indexdreported in the memo item in
Table 17.2dthat currently is being used by the

27 Although the full vector of characteristics coefficients can be used to quality-adjust individual prices, we view the
common practice of informally considering coefficients on individual characteristics as implicit prices as ill advised.
Pakes (2003) notes that “the hedonic regression is a “reduced form,” that is, its coefficients have no obvious inter-
pretation in terms of economic primitives.”
28 The count of operating systems in our sample is 17 Android, 9 BlackBerry, 9 iOS, 8 Windows Mobile, and 11
miscellaneous others.
29 The characteristics used to define narrow our narrow groups of phones are manufacturer, form factor (clamshell,
bar, etc.), storage, generation, camera resolution, GPS capability, primary memory card, color display, and input type
(QWERTY, touchscreen, etc.).
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BEA for mobile phones. We prefer our new index
to the Byrne and Corrado index because the new
index relies on prices for new phones rather than
used phones, draws on data with broader
coverage, has revenue weights, and uses quar-
terly rather than annual observations.

17.5 Allocation of PCE spending between
cellular devices and bundled service

contracts

An improved price index is useful for proper
deflation of nominal spending on mobile phones
as recorded in PCE. However, in the NIPAs,
nominal spending for mobile phone purchases
is not reported in a single category. Although
the PCE category “telephone and related
communication equipment” includes purchases
at retail outlets, the bulk of mobile phones pur-
chased in the past decade were obtained directly
from wireless carriers. Moreover, for reasons
that we detail below, the value of those phones
ends up misreported in PCE for Cellular Tele-
phone Services.

In this section, we propose a method to iden-
tify the component of PCE for Cellular Tele-
phone Services that represents spending on
mobile phones. Extracting this component en-
tails two corrections. First, we use data from
the Census Bureau to identify the upfront cost
of phones paid by purchasers. As described
below, this reported upfront spending on
phones does not represent the full cost if the
phone was subsidized by the service provider.
Accordingly, our second correction makes a
further adjustment to account for these subsidies
so that the full cost of the phone is captured as
equipment spending at the time of purchase.
This method corrects the misallocation of some
phone purchases as services and thereby pro-
vides a way to apply the appropriate deflators
to each category of spending.

17.5.1 Accounting for the upfront cost
of phones

There are two potential data sources that
could be used to estimate the upfront cost of
phones (that currently is counted within the ser-
vices category in PCE): both the Census Bureau’s
SAS and the quinquennial Economic Census
provide some information on the detail underly-
ing the top line estimate for total revenues of
wireless service providers. In addition, because
respondents to these surveys typically follow
the accounting rules that they use in their annual
reports, annual reports contain useful corrobo-
rating information. To sort through these ac-
counting issues, we begin by considering how
some hypothetical transactions are recorded in
the annual reports, the SAS survey, and the quin-
quennial Census.

We illustrate the accounting underlying these
transactions by considering four ways that one
could have acquired an Apple iPhone 3G at
introduction. Our first scenario considers a pur-
chase of the phone at a subsidized price with a
commitment to a 2-year service contract, and
the second considers an outright purchase of
the phone. Apple’s initial announcement offered
two prices: $199 if one was willing to commit to a
2-year contract with AT&T, and $499 if one did
not commit to the contract. In these types of con-
tracts, the $199 was commonly referred to as the
subsidized price to reflect the fact that the service
provider had held down the upfront cost of the
phone. Because the accounting convention used
by service providers in their annual reports
was to record revenues as they were received,
the cost of the phone (whether $199 or $499)
was recorded in the SAS and in company annual
reports as equipment revenue in the year the
purchase was made.

What about the monthly payments for wire-
less service in these two scenarios? When con-
sumers entered into (typically 2-year) contracts

17.5 Allocation of PCE spending between cellular devices and bundled service contracts 399



with the carriers, the providers would attempt to
recoup the gap between the full and subsidized
prices ($499 vs. $199), by elevating the monthly
amount paid for wireless service over the course
of the contract. In our example, suppose that this
raised their monthly charge by $12.50 so that
consumers who signed a contract made
(inflated) monthly service payments of $62.50
for 2 years for services, whereas consumers
who paid for the phone up front only paid $50
per month for services.30

The first two rows of Table 17.4 compare how
spending for equipment and services would be
recorded in each of these two scenarios. In

service-provider annual reports, the revenue
recorded for those who paid the full cost of
phone up front (line 2 of the table) correctly in-
cludes the $499 for the phone as equipment
and the monthly charges that only cover services
as service revenue. For those who sign a contract
(line 1), providers recorded part of the full cost of
the phonedthe upfront piecedas equipment
revenue. But a convention prevalent through
the end of 2017 was to report the additional
cost of the phone paid in the elevated monthly
service bill as service (not equipment) revenue.
So, in this example, the $12.50 boost to monthly
service bills that covers the cost of the phone is

TABLE 17.4 Accounting for Service Providers’ Equipment Revenues: Four examples.

Annual reportsa SAS surveyb Economic Census and PCE Proposed PCEc

Scenario Equipment Services Equipment Services Equipment Services Equipment Services

Phone purchase from wireless provider

1. $199 subsidized
phone; $62.50 monthly
service charge over
2-year contract

$199 $62.50/mo $199 $62.50/mo 0 $199;
$62.50/mo

$499 $50/mo

2. $499 phone with full
payment up front;
$50 monthly service
charge

$499 $50/mo $499 $50/mo 0 $499; $50/mo $499 $50/mo

3. $499 phone with
payment in installments;
$50 monthly service
charge

$499 $50/mo $499 $50/mo 0 $499; $50/mo $499 $50/mo

Phone purchase at retail outlet

4. $499 phone upfront;
$50 monthly service
charge

n.a. $50/mo $499 $50/mo $499 $50/mo $499 $50/mo

a These are reported in the Income Statements, as equipment revenue and service revenue.
b Reported in SAS as “Reselling services for telecomm equipment, retail,” Table 4 Sources of Revenue.
c Equipment category is Telephone and facsimile equipment; service category is recorded in Cellular Telephone Services.

30 We assume the service provider recoups the unpaid portion of the noncontract price of the phone over the duration
of the service contract. The service provider may ultimately recover less (or more) than the price for purchasing the
phone outright (the IDC price) if, say, the price elasticity of demand differs systematically between customers who
pay the full price up front and those who do not.
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reported as revenue for services. That is, this
practice would inappropriately allocate reve-
nues received for the phone as services. More-
over, it also affected the timing for recording
the phone purchase: only the upfront cost was
reported on the day of the transaction, the other
revenues collected over the service contract were
spread over the span of the contract.

As shown in line 3, the accounting treatment
when a consumer purchases the phone through
an installment plan is the same as when con-
sumers pay the full cost of the phone up front
(line 2); the annual reports accurately exclude
any payments for phones from service revenues.
Similarly, line 4 shows the case where consumers
purchase their phone at a retail outlet not affili-
ated with the carrier (like Best Buy) and sign
up for wireless services separately. Again, the
service revenues reported by providers correctly
only include consumer payments for the ser-
vices; the purchase of the phone is recorded
separately in Best Buy’s financial statements.

We confirmed that numbers reported in the
annual reports lined up with those in the SAS
survey. In the annual reports, firms report reve-
nues received from equipment sales separately
from service sales in a line item typically called
“equipment revenue” in their income state-
ments. Similarly, in the SAS survey, detail on
the sources of revenues includes a line item
called “Reselling services for telecomm equip-
ment, retail” that gives the dollar value of equip-
ment sales as reported by the carriers.31 To see if
these two series are capturing the same
spending, we compare the ratio of equipment
to total revenue in the annual reports to the ratio
of SAS reselling revenues to total revenues. In
2012, for example, the ratios from the annual

reports for the top four carriers, Verizon,
AT&T, Sprint, and T-mobile, were either 10%
or 11%. In the SAS survey, the ratio of reselling
revenues to total revenues was 11% that year.

So, again, for purchases that involve a contract,
the SAS survey reports the $199 upfront cost of
the phone as equipment and all other payments
received on a monthly basis (including the part
that covers the phone subsidy) as service revenue.

As in the SAS survey, the top line revenue es-
timate for wireless service providers in the Eco-
nomic Census also includes revenues for
equipment. However, unlike the SAS survey,
the Economic Census does not provide a sepa-
rate line item that one could use to split out the
equipment revenue from the top line.

This feature of the Economic Census, that all
equipment revenue received by wireless service
providers is included as service revenue, has
important implications for nominal PCE because
in Census years, the level of nominal PCE for
wireless services is set to match that in the
Economic Census. Specifically, for Census years,
BEA estimates current dollars for this category
by applying a commodity-flow method to
total receipts (business, consumer, and exports)
reported by wireless carriers in the Economic
Census. Those benchmarks are then extrapolated
using data on receipts reported by wireless car-
riers in the SAS. Accordingly, the level of PCE
for wireless services includes all the revenues
received for mobile phones that they sold to sub-
scribers (upfront and other).

Correcting for this problem, however, turns
out to be straightforward because of the data
described above from annual reports and the
SAS survey that isolate the upfront revenue
received by service providers for equipment.

31 The coverage of this line in the SAS survey is broader than we would like in that it includes sales to all
subscribersdnot just consumersdand for all types of equipmentdnot just phones. We do not view the product
coverage issue as a big problem because most of this spending is on phones and carriers only more recently began
reselling tablets and other equipment.
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The relevant calculations are shown in Table 17.5.
The top line shows current estimates of PCE for
Cellular Telephone Service. Lines 2 and 3 are
from the SAS survey: total revenues and revenues
from reselling the phone equipment. The implied
share of equipment to total revenue (line 4) aver-
ages just over 13% in the period during 2010e17;
it increases steadily over the period, rising from a
bit over 9% in 2010 to 18% in 2017.

17.5.2 Adjusting for subsidies (or
“discounts”) on smartphones

The more difficult problem is teasing out the
part of monthly service payments that represent

phone purchases. To solve this problem, we
combine the IDC price data described above
with additional price data from J.D. Power to es-
timate the discounts/subsidies implicit in the
upfront equipment revenue reported by pro-
viders. We then use this ratio to form an adjust-
ment factor to the share of equipment to total
revenue that we formed from the SAS survey.
This adjustment effectively augments the
upfront revenues in the SAS data (the $199 in
our example) to a noncontract purchase cost ba-
sis (the $499).

The IDC data we used above to estimate new
price indexes provide average selling prices of
smartphones without any discounts (or sub-
sidies). In contrast, consumers surveyed by J.D.

TABLE 17.5 Allocation of PCE for wireless services between services and devices.

2010 2011 2012 2013 2014 2015 2016 2017 2010e17

Personal Consumption
Expenditures

(1) Cellular Telephone Service Bill $ 98.0 105.1 107.0 110.6 119.4 120.7 124.5 127.6 114.1

Service Annual Survey
(SAS)

(2) Total revenues Bill $ 199.2 214.4 225.4 233.1 251.8 254.4 259.3 257.8 236.9

(3) Reselling services for
telecomm equipment, retail

Bill $ 18.8 21.0 23.7 24.7 35.5 41.3 44.4 46.7 32.0

(4) ¼ (3)/(2) Share of total revenues Percent 9.4 9.8 10.5 10.6 14.1 16.2 17.1 18.1 13.2

IDC and J.D. POWER
average prices

(5) Ratio of average prices:
IDC/J.D. POWER

Ratio 2.79 3.27 3.48 2.93 2.16 1.59 1.21 1.16 2.3

(6) ¼ (5) x (4) Adjusted share of reselling
services to total revenues

Percent 26.2 32.1 36.6 31.0 30.5 25.7 20.8 20.9 28.0

Imputed detail for PCE for
Cellular Telephone Services

(7) ¼ (1) x (6) Phones Bill $ 25.7 33.7 39.1 34.3 36.4 31.0 25.9 26.7 31.6

(8) ¼ (1) - (7) Wireless services Bill $ 72.3 71.4 67.9 76.3 83.0 89.6 98.7 100.9 82.5
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Power report the upfront price they paid for
their smartphones, net of discounts.32 Thus, a
comparison of prices in the IDC and J.D. Power
datasets provides a reasonable gauge of the
size of discounts. In our earlier example, the
IDC dataset would record a price of $499 under
all of the four transactions. In other words, units
sold with a service contract are recorded by IDC
with a price that does not include any cross-
subsidy between device and service plan. Note
that if the carrier dropped the no-contract price
of the phone to $490 the following quarter, this
price would be recorded in the IDC database,
even if the “marquee” price on the Apple web-
site continued to be $499.

In contrast, the J.D. Power survey reports the
upfront price. In our example, prices for transac-
tions that did not involve a contract would be the
same as the IDC price, $499. However, in the
transaction with a 2-year plan commitment in
our example, respondents to the J.D. Power sur-
vey would (correctly) report they paid $199 and
the survey would record the price as $199. That
is, the J.D. Power price is the upfront price that
nets out all discounts and subsidies. This differ-
ence in price concept allows us to identify the
discounts or subsidies that were an important
feature of smartphone pricing. Carriers began
eliminating discounts in 2013 and, according to
press reports, discounts largelydthough not
entirelydwere gone by the end of 2016 and
finally disappeared by 2018 as consumers paid

for the full price of smartphones up front or
had an explicit charge on their wireless bill for
installment payments.

To gauge the size of discounts or subsidies,
Fig. 17.1 plots average smartphone prices from
both the IDC and J.D. Power data (which also
are reported in Table 17.6). By average prices,
we mean the average of reported prices in the
datasets prior to any quality adjustment. The
difference in trends is stark. The IDC average
prices are flat through about 2013 around $500
per phone. Prices then drift down through
2016 before popping back up in 2017 to $460
per phone. The average price in the J.D. Power
data is about $160 per phone from 2010 to
2012. In 2013, these prices then begin rising
rapidly (right around the time that plans with
discounts were beginning to be removed) and
by 2016 and 2017 were relatively close to the
IDC average prices.33 Although a portion of
the difference in average prices between the
datasets could reflect differences in coverage
(e.g., a small share of the price observations in
the IDC dataset are for sales to business cus-
tomers), we believe that these differences
largely reflect discounts or cross subsidies, and
these discounts amounted to about $300 per
phone between 2010 and 2012.34 The removal
of these discounts thereafter led to a steep up-
trend in average prices as experienced by con-
sumers beginning in 2013. And, to the extent
that service providers recaptured those

32 The reported price in the J.D. Power data is the respondents’ answer to the question: “How much did your current
wireless phone cost, including any rebates or cash-back deals received? Your best estimate is fine.” Thus, this price
reflects any discounts or subsidies received by the consumer.
33 The line plotted in Figure 17.1 includes all reported positive or zero prices. Table 17.4 also reports average prices
when observations with a reported price of zero are excluded.
34 As further evidence of subsidies and their gradual disappearance, Verizon’s annual reports indicate that their cost
of purchasing wireless phones from manufacturers was twice the resale revenue of the equipment reported in 2013
and 2014, when most subscribers had the upfront cost of the phone subsidized. As consumers shifted away from
traditional plans toward plans that required them to pay the full cost up front, this gap between the reported
equipment cost and resale revenues narrowed significantly: that ratio dropped to 1.17 (from 2.0) by 2017, when the
majority of subscribers were on plans that required that they pay the full cost of the phone up front.
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discounts in the prices set for wireless service
plans, a substantial amount of spending
recorded as for wireless service actually reflects
payments for devices.35

To correct this understatement of equipment
purchases, we use the ratio of IDC to J.D. POWER
average prices (including “zero” price phones)d
shown on line 5 of Table 17.4das an adjustment
factor to the equipment share of revenues

reported in the SAS survey.36 This ratio provides
the key piece of information on the relationship
between the recorded out-of-pocket cost of a
phone and the actual full cost. Specifically, we
multiply the ratio of average prices (shown in
line 5) and the equipment share of revenues in
line 4 to obtain an adjusted share (line 6). That
adjusted share averaged about 28% from 2010
to 2017, rising until 2012, then falling appreciably
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FIGURE 17.1 Average smartphone prices: IDC and J.D. Power data.

35 That a large amount of equipment revenue from subsidized plans was actually reported as service revenue by firms
was highlighted by service providers when the shift from subsidized plans (with a lot of equipment revenue recorded
in services) toward no-subsidy plans (with no equipment revenue recorded in services) lowered the service revenues
that providers showed in their financial statements. The declines were significant and required explanation. For
example, Verizon’s 2015 annual report included the following statement about the effect of increases in no-subsidy
plans: “The increase in activations of devices purchased under the Verizon device payment program has resulted in a
relative shift of revenue from service revenue to equipment revenue and caused a change in the timing of the
recognition of revenue. This shift in revenue was the result of recognizing a higher amount of equipment revenue at
the time of sale of devices under the device payment program.”
36 One caveat to our results is that the adjustment factor is based on prices for smartphones, whereas the spending is
for all mobile phones.
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through 2017, as average phone prices declined
and an increasing share of phones were sold at
retail outlets, for which only the wireless services
would be recorded in the SAS.

We then use the adjusted share from line 6 to
allocate spending for Cellular Telephone Service
(line 1) into phones and wireless services. As
seen in lines 7 and 8, our estimates suggest that
a nontrivial share of what is reported as wireless
services in PCE represents revenues from equip-
ment sales by carriers.

17.5.3 Real PCE spending on phones and
wireless services

Our derivation of the adjusted deflator and
real PCE for spending currently categorized as
Cellular Telephone Services is shown in
Table 17.7. The new, adjusted index requires
expenditure and price indexes for the two com-
ponents: phones and services. Given the split
derived above between phone and service reve-
nues in the PCE Cellular Telephone Services
category (lines 1 and 2), we can deflate the phone
component using the new price index that we

have developed and deflate the service spending
using the CPI currently used in the NIPAs,
“wireless telephone services.”37

Our mobile phone price index falls substan-
tially faster than the CPI currently used to deflate
spending for mobile phone services; our phone
index falls about 6.6% per year, compared with
an average 3-1/2 % decline in the CPI deflator
during 2010e17. A new overall deflator calcu-
lated as a weighted average of the two indexes
yields a new index for Cellular Telephone Ser-
vices (line 4) that falls about 4 percentage points
faster than the deflator currently used in the
NIPAs (declines of 7.7% compared with 3.5%).
This difference in deflators translates directly
into a mirror image difference in real PCE
growth for this category, implying about 4 per-
centage points of additional real PCE growth
when adjusted deflators are used (lines 7 to 9).

For overall PCE, we note that nominal
spending on Consumer Telephone Services
makes up around 1% of overall PCE over this
period. Using this share, our new, adjusted
deflator for wireless services implies that the
overall PCE deflator increased an average of
about 4e5 basis point less per year from 2010

TABLE 17.6 Average prices ($), US Smartphones.

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Annual average growth rate (%)

2007e17 2010e17

IDC data 485 485 499 485 500 508 510 476 474 409 460 �0.5% �0.8%

J.D. Power data ND ND ND 174 153 146 174 220 299 337 398 ND 15.6%

Excluding zero-
price phones

ND ND ND 174 173 175 203 252 359 393 457 ND 15.5%

37 We believe that falling constant-quality prices for the devices is not already captured by the matched-model
methodology used for the CPI for wireless telephone services because the price of service plans collected for con-
struction of the CPI do not vary depending on the device purchased by the customer. Note that explicitly collected
installment payments for devices are not included in the CPI for wireless telephone services (see https://www.bls.
gov/cpi/factsheets/telecommunications.htm).
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to 2017, with a corresponding boost to overall
real PCE growth. Our results also imply a small
offset of about 1 basis point lower PCE growth
from deflating the PCE spending on cell phones
recorded in the “telephone and related commu-
nication equipment” by our new deflator, which
falls more slowly than the price index currently
used in the NIPAs.

Although we do not provide estimates for
earlier years, our best guess is that our results
do not imply acceleration in PCE growth. We
have no reason to believe that the share of tele-
com service provider revenue accounted for by
reselling equipment was different prior to the
period of our analysis. And, Byrne and Corrado
(2015) found that mobile phone prices have
declined at similar rates in the past.

17.6 Conclusion

This chapter addresses two problems related
to the measurement of smartphones. First, we
develop new quality-adjusted price indexes for
smartphones using data from IDC that have
not previously been used for this purpose. Our
preferred indexda hedonic index that allows co-
efficients on characteristics to change over
timedfalls at an annual average rate of 16%
from 2010 to 2018. Combining this hedonic
with a matched-model index for feature phones
yields a price index for mobile phones overall
that falls at an average rate of 17%. This rate of
decline is close to, but about 4 percentage points
slower than, that in Byrne and Corrado (2015)
and to the index currently being used by the

TABLE 17.7 Price deflators and real PCE for Cellular Telephone Services.

2010 2011 2012 2013 2014 2015 2016 2017 2010e17

Components

Estimated expenditure shares

1. Phone 0.26 0.32 0.37 0.31 0.30 0.26 0.21 0.21 0.28

2. Services 0.74 0.68 0.63 0.69 0.70 0.74 0.79 0.79 0.72

Proposed deflators (percent change)

3. Mobile phones (this paper) �9.6 �14.9 �15.2 �28.0 �18.8 �22.5 �15.3 �16.6a

4. Services (CPI wireless services) �3.7 �0.8 �1.8 �2.2 �3.8 �1.0 �11.4 �3.5

Cellular Telephone Services (percent change)

5. Prices: Tornqvist aggregate of
components on lines 3 and 4 using
shares on lines 1 and 2

�5.4 �5.6 �6.3 �10.1 �8.0 �6.0 �12.2 �7.7

6. Nominal spending 7.0 1.8 3.3 7.7 1.0 3.2 2.4 3.8

Real PCE spending

7. Proposed 12.4 7.4 9.7 17.8 9.1 9.2 14.6 11.4

8. Current 10.7 2.6 5.1 9.8 4.8 4.2 13.8 7.3

9. Difference 1.7 4.8 4.5 8.0 4.2 5.0 0.8 4.2

a Growth rate is from 2010Q1 to 2018Q1.
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BEA since the Comprehensive Revision of the
GDP accounts in the summer of 2018.

Second, we develop a methodology for disen-
tangling and correctly allocating spending on
phones and wireless services when the two are
bundled together, typically with a discount on
the upfront out-of-pocket cost of the phone in ex-
change for a commitment to a multiyear service
plan. This bundling causes measurement chal-
lenges because the accounting conventions used
by wireless service providers led to some equip-
ment purchases being counted as service reve-
nues. We correct this misallocation using detail
in the SAS. In addition, we use a comparison of
price data from IDC and J.D. Power to adjust
for the subsidies on phones that some purchasers
received in exchange for committing to a long-
term contract for wireless service. With these
changes, the adjusted deflator for the PCE

category Cellular Telephone Services fell at an
average annual rate of 7.7% during 2010e17,
about a 4 percentage points faster decline than
in currently published measures. Similarly, this
adjustment implies faster growth in this category
of real PCE by about 4 percentage points. Given
the share of this category in overall PCE, our re-
sults imply 4 to 5 basis points faster growth in
overall real PCE over this period.

Taken together, our results highlight the rapid
decline in quality-adjusted prices for products
related to the digital economy and, by implica-
tion, continued rapid technical advance in these
products.

A17 Appendix

TABLE A17.1 Selected adjacent-quarter regressions.

Variable

2010Q1 to 2010Q2 2017Q4 to 2018Q1

Coefficient Std. Error T statistic Coefficient Std. Error T statistic

Constant 6.886*** (1.417) 4.860 �14.21*** (5.298) �2.681

Second quarter �0.123*** (0.0432) �2.842 �0.00347 (0.0116) �0.300

Performance variables

Storage 0.0464*** (0.0150) 3.094 0.145*** (0.00805) 17.97

Camera resolution 0.528*** (0.0695) 7.605 0.367*** (0.0507) 7.226

Processor speed �0.209 (0.218) �0.962 2.101*** (0.0755) 27.84

Screen size �0.0978 (0.199) �0.492 1.360*** (0.0713) 19.08

Manufacturer

Manufacturer # 5 0.450 (5.279) 0.0852

Manufacturer # 6 0.136 (0.198) 0.685

Manufacturer # 7 �0.0791 (0.0688) �1.150 �0.239 (0.694) �0.344

Manufacturer # 8 �0.249 (0.166) �1.501

Manufacturer # 9 �0.189 (1.717) �0.110

Manufacturer # 11 �0.187 (0.214) �0.873

(Continued)
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TABLE A17.1 Selected adjacent-quarter regressions.dcont'd

Variable

2010Q1 to 2010Q2 2017Q4 to 2018Q1

Coefficient Std. Error T statistic Coefficient Std. Error T statistic

Manufacturer # 12 �0.416* (0.234) �1.782

Manufacturer # 14 0.238 (0.187) 1.274

Manufacturer # 15 �0.462 (0.475) �0.972 0.927 (1.709) 0.542

Manufacturer # 16 �0.255** (0.0984) �2.586 0.209 (0.196) 1.067

Manufacturer # 17 �0.333* (0.176) �1.896 �0.598*** (0.227) �2.633

Manufacturer # 18 0.867*** (0.159) 5.449

Manufacturer # 19 �0.277** (0.123) �2.247 0.202 (0.142) 1.423

Manufacturer # 23 �0.684*** (0.0861) �7.941 0.294** (0.143) 2.048

Manufacturer # 25 �0.352 (2.028) �0.174

Manufacturer # 28 0.00463 (0.335) 0.0138

Manufacturer # 30 0.204 (0.270) 0.756

Manufacturer # 31 0.196 (0.385) 0.508

Manufacturer # 33 �0.347*** (0.0790) �4.388 0.360** (0.143) 2.522

Manufacturer # 36 �0.176 (0.202) �0.873

Manufacturer # 37 �0.251 (0.271) �0.929

Manufacturer # 39 �0.144 (0.152) �0.946

Manufacturer # 40 �0.324*** (0.0879) �3.685

Manufacturer # 43 �0.155 (0.146) �1.063

Operating systems

OS version # 2 0.297*** (0.108) 2.735

OS version # 3 0.366*** (0.0559) 6.545

OS version # 4 �0.0648 (0.0678) �0.955

OS version # 11 0.255 (5.283) 0.0482

OS version # 14 �0.182 (5.277) �0.0345

OS version # 15 �0.293 (5.277) �0.0555

OS version # 16 �0.162 (5.277) �0.0307

OS version # 17 �0.225 (5.277) �0.0427

OS version # 18 �0.00140 (5.331) �0.000262

OS version # 21 0.198** (0.0966) 2.050

OS version # 22 0.238*** (0.0473) 5.040
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TABLE A17.1 Selected adjacent-quarter regressions.dcont'd

Variable

2010Q1 to 2010Q2 2017Q4 to 2018Q1

Coefficient Std. Error T statistic Coefficient Std. Error T statistic

OS version # 23 0.121** (0.0531) 2.273

OS version # 24 0.0938** (0.0363) 2.582

OS version # 29 �0.178 (2.135) �0.0832

OS version # 30 0.162 (0.391) 0.415

OS version # 31 0.353 (0.540) 0.654

OS version # 32 �0.186 (2.034) �0.0915

OS version # 33 �0.270 (2.029) �0.133

OS version # 34 �0.361 (2.025) �0.178

OS version # 38 �0.788 (5.429) �0.145

OS version # 39 0.214 (1.974) 0.108

OS version # 40 0.0213 (0.0725) 0.293

OS version # 41 �0.0381 (0.0705) �0.540

OS version # 46 �0.274*** (0.0464) �5.902

OS version # 47 �0.124*** (0.0392) �3.153

OS version # 48 0.123 (0.0902) 1.363

OS version # 49 0.145* (0.0738) 1.960

OS version # 56 �0.363 (0.329) �1.103

Telecommunications generation

2.5G �0.333*** (0.110) �3.037

3G �0.0740 (0.107) �0.690

4G �0.0982 (0.150) �0.653 0.137 (0.221) 0.619

Input method

QWERTY 0.0805 (0.460) 0.175

QWERTY and touchscreen 0.307 (0.468) 0.656

Touchscreen 0.122 (0.467) 0.260 �0.791*** (0.141) �5.624

Entry quarter �0.0939** (0.0440) �2.135 0.0693*** (0.0149) 4.637

* Represents coefficient estimate significance at the 10 percent level.
** Represents coefficient estimate significance at the 5 percent level.
*** Represents coefficient estimate significance at the 1 percent level.
Note: 145 observations are used in the first regression and 689 observations are used in the second regression. Adjusted R-squared values for
the first and second regressions are 0.886 and 0.956, respectively.

A17 Appendix 409



Acknowledgments
We thank Sarah Brown for excellent research assistance and
Jeannine Aversa, Craig Brown, Kyle Brown, Carol Corrado,
Nicole Nestoriak, and Erick Sager for helpful comments.
The views expressed in this chapter are those of the authors
alone and do not necessarily represent those of organizations
with which they are affiliated.

References
Aizcorbe AM: A practical guide to price index and hedonic tech-

niques, practical econometrics, 2014, United Kingdom, 2014,
Oxford University Press.

Aizcorbe A, Bridgman B, Nalewaik J: Heterogeneous car
buyers: a stylized fact, Economics Letters 109:50e53, 2010.

Berndt ER: The measurement of quality change: constructing
an hedonic price index for computers using multiple
regression methods. In The practice of econometrics: classic
and contemporary, 1991, pp 127e131.

Bureau of Labor Statistics: Measuring price change in the CPI:
telephone hardware, calculators, and other consumer informa-
tion items (website). https://www.bls.gov/cpi/
factsheets/telephone-hardware.htm.

TABLEA17.2 Preferred quarterly and annual mobile
phone price indexes based on IDC
data.

All mobile
phones Smartphones

Feature
phones

2010 Q1 4.68 4.73 4.32

2010 Q2 4.64 4.65 4.28

2010 Q3 4.57 4.57 4.22

2010 Q4 4.56 4.56 4.21

2011 Q1 4.54 4.56 4.18

2011 Q2 4.54 4.53 4.20

2011 Q3 4.52 4.50 4.19

2011 Q4 4.46 4.39 4.15

2012 Q1 4.39 4.38 4.05

2012 Q2 4.38 4.38 4.03

2012 Q3 4.37 4.38 4.01

2012 Q4 4.33 4.35 3.95

2013 Q1 4.32 4.34 3.95

2013 Q2 4.27 4.28 3.92

2013 Q3 4.17 4.21 3.77

2013 Q4 4.10 4.13 3.71

2014 Q1 4.02 4.11 3.48

2014 Q2 3.96 4.05 3.39

2014 Q3 3.92 4.01 3.36

2014 Q4 3.84 3.96 3.18

2015 Q1 3.84 3.95 3.17

2015 Q2 3.78 3.91 3.04

2015 Q3 3.73 3.85 2.99

2015 Q4 3.64 3.76 2.96

2016 Q1 3.60 3.72 2.91

2016 Q2 3.54 3.66 2.92

2016 Q3 3.51 3.61 3.00

2016 Q4 3.44 3.54 3.01

2017 Q1 3.42 3.52 2.99

TABLE A17.2 Preferred quarterly and annual mobile
phone price indexes based on IDC
data.dcont'd

All mobile
phones Smartphones

Feature
phones

2017 Q2 3.38 3.48 2.96

2017 Q3 3.32 3.42 2.92

2017 Q4 3.36 3.45 2.93

2018 Q1 3.35 3.45 2.84

2010 4.61 4.61 4.61

2011 4.51 4.47 4.52

2012 4.36 4.35 4.36

2013 4.21 4.21 4.18

2014 3.93 4.01 3.70

2015 3.74 3.84 3.38

2016 3.52 3.61 3.31

2017 3.36 3.44 3.30

17. Getting smart about phones410

https://www.bls.gov/cpi/factsheets/telephone-hardware.htm
https://www.bls.gov/cpi/factsheets/telephone-hardware.htm


Byrne DM, Corrado CA: Prices for communications equip-
ment: rewriting the record. In Finance and economics discus-
sion series, Board of Governors of the Federal Reserve System,
2015.

Byrne DM, Corrado CA: ICT asset prices: marshaling evidence
into new measures, Finance and economics discussion series,
2017, Board of Governors of the Federal Reserve System.

Byrne DM, Fernald J, Reinsdorf M: Does the United States have
a productivity slowdown or a measurement problem? Brook-
ings Papers on Economic Activity vols. 109e182.

Byrne DM, Oliner SD, Sichel DE: Prices of high-tech products,
mismeasurement, and the pace of innovation, Business
Economics 52:103e113, 2017.

Byrne DM, Oliner SD, Sichel DE: How fast are semiconductor
prices falling? Review of Income and Wealth 64:679e702,
2018.

Chessa, AG: Processing scanner data in the Dutch CPI: A new
methodology and first experiences. Proceedings of the
meeting of the group of experts on consumer price
indexes, Geneva, Switzerland, May 2e4. (website) https://
www.unece.org/fileadmin/DAM/stats/documents/ece/
ces/ge.22/2016/Session_1._Netherlands_Processing_scann
er_data_in_the_Dutch_CPI.pdf.

CNET: iPhone XS A12 Bionic chip is industry-first 7nm CPU
(website) https://www.cnet.com/news/iphone-xs-a12-
bionic-chip-is-industry-first-7nm-cpu/.

Cole R, Chen YC, Barquin-Stolleman JA, Dulberger E,
Helvacian N, Hodge J: Quality-adjusted price indexes
for computer processors and selected peripheral
equipment, Survey of Current Business 66:41e50, 1986.

Diewert WE: Exact and superlative index numbers, Journal of
Econometrics 4:115e145, 1976.

Diewert WE: Index number issues in the consumer price
index, The Journal of Economic Perspectives 12:47e58, 1998.

Guvenen F, Mataloni Jr RJ, Rassier DG, Ruhl KJ: Offshore
profit shifting and domestic productivity measurement, 2017,

National Bureau of Economic Research. Working Paper
23324.

Hennessy JL, Patterson DA: Computer architecture: a quantita-
tive approach, 2012, Elsevier.

IDC Worldwide quarterly mobile phone tracker, 2018.
Karamti C, Haouech N: Introducing hedonic quality adjust-

ment in the official price statistics: evidence from the
Tunisian smartphones market. In The conference: 61st ISI
world statistics congress, . Marrakech, Morocco, 2018.

Pakes A: A Reconsideration of hedonic price indexes with an
application to PC’s, American Economic Review 93:
1578e1596, 2003.

Pashigian B, Bowen B, Gould E: Fashion, styling, and the
within-season decline in automobile prices, The Journal
of Law and Economics 38:281e309, 1995.

QUORA. How many transistors were on the first iPhones proces-
sor (website) https://www.quora.com/How-many-
transistors-were-on-the-first-iPhones-processor.

Triplett J: Handbook on hedonic indexes and quality adjustments
in price indexes: special application to information technology
products, Paris, 2006, OECD Publishing.

Van Dalen J, Bode B: Estimation biases in quality-adjusted he-
donic price indices. In Paper presented at the SSHRC inter-
national conference on index number theory and the
measurement of prices and productivity, Vancouver, June,
2004.

Watanabe N, Nakajima R, Ida T: Quality-adjusted prices of
Japanese mobile phone handsets and carriers’ strategies,
Review of Industrial Organization 36:391e412, 2010.

Williams B, Sager E: A new vehicles transaction price index:
offsetting the effects of price discrimination and product
cycle bias with a year-over-year index. In Proceedings of
the meeting of the group of experts on consumer price indexes,
Geneva Switzerland, 2018.

References 411

https://www.unece.org/fileadmin/DAM/stats/documents/ece/ces/ge.22/2016/Session_1._Netherlands_Processing_scanner_data_in_the_Dutch_CPI.pdf
https://www.unece.org/fileadmin/DAM/stats/documents/ece/ces/ge.22/2016/Session_1._Netherlands_Processing_scanner_data_in_the_Dutch_CPI.pdf
https://www.unece.org/fileadmin/DAM/stats/documents/ece/ces/ge.22/2016/Session_1._Netherlands_Processing_scanner_data_in_the_Dutch_CPI.pdf
https://www.unece.org/fileadmin/DAM/stats/documents/ece/ces/ge.22/2016/Session_1._Netherlands_Processing_scanner_data_in_the_Dutch_CPI.pdf
https://www.cnet.com/news/iphone-xs-a12-bionic-chip-is-industry-first-7nm-cpu/
https://www.cnet.com/news/iphone-xs-a12-bionic-chip-is-industry-first-7nm-cpu/
https://www.quora.com/How-many-transistors-were-on-the-first-iPhones-processor
https://www.quora.com/How-many-transistors-were-on-the-first-iPhones-processor


C H A P T E R

18

Accounting for growth and productivity
in global value chains
Marcel P. Timmer1, Xianjia Ye2

1Faculty of Economics and Business, University of Groningen, Groningen, The Netherlands; 2Utrecht
School of Economics, Utrecht University, Utrecht, The Netherlands

18.1 Introduction

One of Dale Jorgenson’s major contributions to
the economics profession is the art of growth ac-
counting. In a series of articleswith numerous col-
laborators he outlined the theoretical and
empirical foundation of measuring the contribu-
tion of factor input and productivity growth to
output, culminating in an exhaustive analysis of
US postwar growth (Jorgenson et al., 1987). This
by now classic study set the gold-standard for
the growth accounting technique which quickly
became a powerful tool in the economists’ tool
box. With a lag, it also permeated into the con-
fines of official statistics as the framework of the
system of national accounts expanded with each
revision, gradually incorporating the concepts
of labor and capital services as well as multifactor
productivity (MFP) (Jorgenson, 2018a). Progress
was steady yet slow, not the least due to the
high demands that productivity analysis puts
on the data, in particular regarding proper
investment and capital stock statistics. Neverthe-
less, Dale’s tireless efforts over the decades bore
fruit, influencing, energizing, and connecting

researchers and statisticians all over the world,
as shown, for example, by the progress being
made in the EUKLEMS and World KLEMS pro-
jects (Jorgenson et al., 2016; Jorgenson, 2018b).

The growth accounting technique was origi-
nally developed for analyzing growth at the
aggregate country or industry level. In this chap-
ter we explore the usefulness of applying the
growth accounting technique for analysis of a
vertically integrated production process. There
are both conceptual and empirical reasons for do-
ing so. The main reason is the increasing occur-
rence of outsourcing and offshoring of
production stages. This global fragmentation of
production owes much to advances in informa-
tion and communication technologies that bring
down the costs of (cross-border) coordination of
production across firms and countries (Baldwin,
2016). Other factors have also been important,
notably market liberalization and economic
restructuring in many countries, financial dereg-
ulation and the integration of global capital mar-
kets, and improved contract enforcement in
many jurisdictions (Buckley and Strange, 2015).
Offshoring has a long history going back to the
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1960s, taking great flight in the past two decades,
to a significant extent propelled by the accession
of China to the WTO in 2001 (Johnson and
Noguera, 2012; Los et al., 2015). This led to an
increasing cross-country interdependence of pro-
duction, exemplified by intermediate goods and
services as well as technologies crossing borders.
As a result nowadays a production process of a
good typically consists of many activities which
are carried out in different places around the
world. For example, an iPad is designed in Cali-
fornia, the United States, but assembled in Shenz-
hen, China on the basis of more than 100
components which are in turn manufactured in
many places around the world. This is referred
to as global value chain (GVC) production.

This new phenomenon invites new questions:
what is driving output growth in a GVC? Is it
mainly driven by increased use of labor and capi-
tal inputs, or has there been also improvements in
productivity through technological change?
When offshoring is simply a process of relocating
a particular production stage from one country to
another without any change in the production
technology, productivity growth is expected to
be nil yet production costs may decline. On the
otherhand, itmight alsobe the case thatoffshoring
is just one manifestation of a much larger wave of
technical innovations that improve the efficiency
in the use of factor inputs throughout the chain.
Alternatively, one might hypothesize that the
availability of cheap factor inputs might lead to
the buildup of slacks or other inefficiencies in the
process, if only during the transition phase during
which stages are relocated. In this chapter we will
show that the traditional growth accounting
method can be used to shed light on these issues.
To do so, it needs to be applied in the framework
of a production function inwhich all stages of pro-
duction are vertically integrated. We outline how
this can be done in theory as well as in practice.

The remainder of this chapter is organized as
follows. In Section 18.2 we outline our general
approach to growth accounting for GVCs, and
discuss the data sources used. In Section 18.3

we provide an example of a GVC growth ac-
count and present results for 273 GVCs of
manufacturing products that have been finalized
in advanced countries. In Section 18.4 we high-
light the importance, and plausibility, of the
assumption of perfect global factor input mar-
kets for the measurement of multi factor produc-
tivity in GVCs. Section 18.5 concludes.

18.2 General approach and data

18.2.1 Prior contributions

The analysis of productivity in vertical inte-
grated production processes has a long history,
going back at least to Domar (1961). To fix ideas,
assume that a local industry produces a final
good (Y1) using domestic labor (L1) and capital
(K1) as well as intermediate inputs (M2) according
to a constant returns to scale production function
Y1 ¼ A1F1(L1, K1, M2) with (Hicks neutral) tech-
nology A1. Further suppose that the intermedi-
ates are produced abroad with labor in country
2 according to M2 ¼ A2F2(L2, K2). Combining
the two stages, one can write the vertically inte-
grated production function for the final good as
Y1 ¼ AVFV(L1, K1, L2, K2) with technology AV a
combination of technologies A1 and A2. We refer
to this as a GVC production function that relates
total capital inputs and labor inputs to the pro-
duction of a final product. Measures of MFP
growth in vertically integrated production were
proposed by Rymes (1972), Pasinetti (1977), and
Hulten (1978). A well-known result, inspired by
Domar (1961), is that MFP growth in the chain
is the weighted sum ofMFP growth in the two in-
dustries that comprise the integrated production
sector, where the weights are the ratios of indus-
try gross output to the value of output of final
product (Hulten, 1978). Other variations of verti-
cally integrated measurement frameworks
include Wolff (1994), Durand (1996), and Aulin-
Ahmavaara (1999). All these measures were
developed for a closed economy setting.
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More recently, Gu and Yan (2017) and Timmer
and Ye (2018) provide frameworks that extend
the vertical integration approach to an open econ-
omy setting. In their analyses they cover all in-
puts in production, domestic as well as abroad,
taking advantage of the new availability of data
on factor use in a large set of countries through
the World InputeOutput Database (WIOD, Tim-
mer et al., 2015). Gu and Yan (2017) compare
standard MFP growth in a country with what
they call “effective” MFP growth. The latter in-
cludes also MFP growth in other countries that
is embodied in upstream foreign industries deliv-
ering inputs that are imported. Effective
MFP growth will surpass standard aggregate
MFP growth in an open economy if productivity
growth is higher in the foreign industries produc-
ing the imported intermediates than the aggre-
gate domestic economy. This is a useful
measure to track when there is a tight relation-
ship between the price development of final
goods and the rate of effective MFP, such that
technical improvements in any stage of produc-
tion (home and abroad) are reflected in a lower
price. In that case, one can link technical change
in foreign upstream stages of production to the
decline in prices of final goods in the domestic
market. Surprisingly, Gu and Yan (2017) do not
find that the relationship between final output
prices and effective MFP is stronger than for final
output prices and standard MFP. This may be
due to a mismatch in the deflators of foreign
output and the deflators for imported input at
home. We will return to this price measurement
issue later. Timmer and Ye (2018) provide awider
analysis of production patterns and productivity
in GVCs. We will present their framework and
extend it to a dual price setting to make the link
with analyses of international price competitive-
ness. Perhapsmost importantly, wewill highlight
and discuss some new conceptual issues that

arise when applying traditional growth account-
ing in a GVC context.

18.2.2 Measuring productivity in GVCs

This section gives amathematical exposition of
a framework to measure productivity in a multi-
country production setting, following andextend-
ingTimmer and Ye (2018). There are S sectors and
N countries. Each country-sector produces one
good such that there are SN products. We use
the term country-sector to denote a sector in a
country, such as the French chemicals sector or
the German transport equipment sector. Output
in each country-sector is produced using domes-
tic production factors and intermediate inputs,
which may be sourced domestically or from
foreign suppliers. Let y be the vector of produc-
tion of dimension (SN � 1), which is obtained
by stacking gross output levels in each country-
sector. Define f as the vector of dimension
(SN � 1) that is constructed by stacking world
demand for final output from each country-
sector. World final demand is the summation of
demand from any country. For a particular inter-
mediate good, let i be the source country, j be the
destination country, s be the source sector, and t
be the destination sector.We define a global inter-
mediate input coefficients matrix A of dimension
(SN � SN). The elements aij(s,t) ¼ mij(s,t)/yj(t)
describe the output from sector s in country i
used as intermediate input by sector t in country
j, expressed as a ratio of output in the latter sector.
Columns in the matrix A describe how the prod-
ucts of each country-sector are produced using a
combination of various intermediate products,
both domestic and foreign.1

For a given set of final output f one can write
associated output as:

y ¼ ðI�AÞ�1f (18.1)

1 Although wewill apply annual data in our empirical analysis, time subscripts are left out in the following discussion
for ease of exposition.
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where I is an (SN � SN) identity matrix with ones
on the diagonal and zeros elsewhere. The element
in row m and column n of the (I � A)�1 matrix
gives the total gross output of sector m needed
for production of one unit of final output of prod-
uct n. To see this, one can apply information in
the A matrix in a recursive procedure as follows.
Let z be an SN column vector with a one for the
element representing say iPhones assembled in
China, and all other elements are zero. Then Az
is the vector of intermediate inputs, both Chinese
and foreign, that are assembled, such as the hard-
disk drive, battery, and processors. But these in-
termediates need to be produced as well and
AAz indicates the intermediate inputs needed
to produce Az. This continues until the mining
and drilling of basic materials such as metal ore,
sand, and oil required to start the production pro-
cess. Summing up across all stages, one derives
the gross output levels for all SN country-
industries generated in the production of iPods
by (I � A)�1z, since the summation over all

rounds is a geometric series
� PN

k¼ 0
Akz

�
that con-

verges to (I � A)�1z.The matrix (I � A)�1 is
famously known as the Leontief inverse.2

Using the Leontief inverse we can derive the
total factor requirements of a unit of final output
by netting out all intermediate input flows. Let
us define li(s) as the labor per unit of gross output
in sector s in country i and create the row-vector l
containing these “direct” labor coefficients. Then
the total (direct plus indirect) labor requirements
per unit of final output can be derived as

L ¼ blðI�AÞ�1 (18.2)

in which a hat-symbol indicates a diagonal ma-
trix with the elements of the vector on the

diagonal. L is the matrix of dimension
(SN � SN) with an element (n,m) indicating the
amount of labor in country-sector m needed in
the production of one unit of final output by
country-sector n, referred to as the total labor co-
efficient. (Note that we analyze the input needed
per unit of output such that there is no need to
post multiply with f.)

Similarly for capital, let ki(s) be the capital per
unit of gross output in sector s in country i and
create the row-vector k containing the “direct”
capital coefficients. Then the total (direct plus in-
direct) capital requirements per unit of final
output can be derived as

K ¼ bkðI�AÞ�1 (18.3)

with K the matrix of dimension (SN � SN) with
an element (n,m) indicating the amount of capital
in country-sector m needed in the production of
one unit of final output by country-sector n,
referred to as the total capital coefficient.

Using these total factor requirements
matrices, we can define factor cost shares in a
GVC of a final product. At this point we first
need to define prices of output and factor inputs.
Let p be a (row) vector of output prices for prod-
ucts from each country-sector,w the (row) vector
of hourly wage rates, and r the (row) vector of
capital rental prices. We allow output and factor
input prices to differ across sectors and coun-
tries.3 Value added in a country-sector is defined
in the standard way as gross output value (at
basic prices) minus the cost of intermediate in-
puts (at purchasers’ prices), that is, it is given
by p(I � A). The rental price includes an “ex
post” rate of return on capital in the parlance
of the Jorgensonian framework such that capital
compensation (the rental price times the quantity
of capital) plus labor compensation (wage times

2 This is under empirically mild conditions. See Miller and Blair (2009) for a good starting point on inputeoutput
analysis.
3 For ease of exposition we assume here that there is only one price for the output of each country-sector, and this price
is paid by all intermediate and final users. This assumption is loosened up in the empirical application later.

18. Accounting for growth and productivity in global value chains416



hours worked) equals gross value added. Then
the following accounting identity holds:

pðI�AÞ ¼ wbl þ rbk (18.4)

Postmultiplying both sides of Eq. (18.4) with
the inverse of (I-A) and substituting from Eqs.
(18.2) and (18.3) we arrive at an important result:
the output price of a final product (from a given
country-sector) can be rewritten as a linear combi-
nation of the prices of all factors that were directly
and indirectly needed in its production, or

p ¼ wLþ rK (18.5)

with L and K the matrices with total labor and
capital coefficients as defined earlier. The iden-
tity in Eq. (18.5) forms the basis for deriving
cost shares of labor and capital in the GVC of a
particular product. Through appropriate selec-
tion of elements in the matrices L and K, one
may trace the country-sector origins of these fac-
tor costs. We will use this decomposition in the
next section to investigate the shifting factor
shares in GVCs of manufacturing products.

The cost shares and quantities derived above
can be used to measure total factor productivity
(TFP) growth in the production of a final good
in a GVC. We use the concept of TFP here rather
than MFP, as in the vertically integrated produc-
tion function all factor inputs are accounted for
(in any country-industry) in contrast to the stan-
dard industry (single stage) case which only
covers factor inputs in that industry. The consoli-
dated data provide the opportunity to use the
standard approach in growth accounting in
measuring productivity assuming a final output
production function with arguments based on to-
tal (direct and indirect) labor and capital used. Let
G be a translog production function for a final
product j: fj ¼ Gj(lj, kj, T) where lj is the column
vector of total labor requirements for product j
fromL, and similarly kj a column ofK. T denotes
technology. Under the standard assumptions of
constant returns to scale and perfect input mar-
kets such that input prices reflect marginal

revenue (an issue to which we will return later)
we can define the (primal) TFP growth in the
GVC of product j by the weighted rate of decline
of its total labor and capital requirements (as
these are given per unit of output):

vTFPj

vt
h � aL

j
vlnlj
vt

� aK
j
vlnkj
vt

(18.6)

where vlnlj/vt is a (column) vector containing
the differentials of the logarithms of all elements
in lj. The weights are given by aL

j , a (row) vector
of value shares with elements reflecting the costs
of labor from all country-sectors used in the pro-
duction of one unit of product j, and similarly for
the capital value shares given in aK

j . Summed
over all contributing sectors and countries, the
elements in aL

j add up to the labor share in final
output of j, and similarly for capital.

Adding log output growth to the left- and
right-hand sides and rearranging delivers the
familiar growth accounting decomposition, yet
now in the context of a GVC:

vlnyj
vt

haL
j
vlnelj
vt

þaK
j
vlnekj
vt

þ vTFPj

vt
(18.7)

with vlnelj
vt the growth in total labor input, and

similarly vlnekj
vt the growth in total capital input.

The equation shows that growth in (final) output
in a country-industry can be decomposed into

the contribution of growth in labor aL
j
vlnelj
vt , the

contribution of the growth in capital aK
j
vlnekj
vt ,

and TFP growth vTFPj
vt along the GVC. Note that

TFP growth measured in this way represents
the improvement in the overall efficiency with
which factor inputs in the GVC are being used.
To measure productivity growth rates over
discrete time periods rather than instantaneously
the average value shares over the sample period
can be used as weights aL

j and aK
j according to

the so-called Tornqvist-Divisia productivity in-
dex (see Jorgenson et al., 1987).
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One might also be interested in the price
competitiveness of the country-industry produc-
ing good j. To analyze this one can define the
dual (price) representation of TFP growth in a
GVC as follows:

vTFPj

vt
h �

vpj

vt
þ aL

j
vlnwj

vt
þ aK

j
vlnrj
vt

(18.8)

such that

vpj

vt
haL

j
vlnwj

vt
þ aK

j
vlnrj
vt

� vTFPj

vt
(18.9)

Eq. (18.9) provides insights into the determi-
nants of price competitiveness of the country-
industry producing good j. It shows that the
output price will decline when factor prices
decline, which may be in the domestic economy,
but also abroad. Also, output price will decline
when there is positive TFP growth in the chain,
again not necessarily in those stages that are
carried out domestically. It indicates the impact
of factor price and technology developments
abroad for the price competitiveness of the do-
mestic economy.

One important consequence is that interna-
tional competitiveness of countries and firms
are becoming increasingly connected. Arguably,
much of the offshoring by advanced countries
was driven by a search for lower labor costs in
the newly opening economies and this would
be reflected in a higher share of imported inter-
mediates. The (price) competitiveness of an in-
dustry thus no longer depended only on
domestic factor prices and MFP, but also on ac-
cess to cheap foreign inputs. For example, a
firm in an advanced country might improve its
price competitiveness by offshoring to cheaper
labor locations or by improving the efficiency
with which existing inputs are being used.

18.2.3 Data

A key empirical obstacle in this line of
research is the lack of statistical information on

GVCs. Standard statistical firm-level surveys
typically provide only the amount of inputs
and outputs of the firm. These are recorded
with little, or no, detail on the identity and loca-
tion of the input providers and output buyers.
Put otherwise, only one stage of production is
identified with no information on the previous
or next stage. Statistical institutes combine this
information with other information, such as
detailed trade and production data, in a coherent
supply and use framework to generate national
inputeoutput (IO) tables. The IO tables can be
used to construct “synthetic” value chains
assuming the same technology is used in all
stages of production, such that IO tables can be
applied recursively as described above.
Recently, national IO tables have been linked
together with bilateral trade data to form world
IO tables (WIOTs) that contain information on
intersectoral as well as intercountry flows of
goods and services, such as the OECD Tiva
(see https://oe.cd/tiva) and the WIOD (see
https://www.wiod.org). Los et al. (2015) show
how one use the information from WIOTs to
derive the value added contributions from all
countries (and industries) in the GVC of a partic-
ular final output. Timmer et al. (2014) extend this
with information on wages and employment
from the WIOD to construct labor and capital
shares in GVCs. We follow their lead using
data from the WIOD 2013 release, which in-
cludes current as well as constant price WIOTs.

18.2.4 GVCs and the measurement of
intermediate input prices

The GVC approach provides additional in-
sights into the sources of competitiveness
beyond the insights from the traditional growth
accounting for a single country-industry. In the
traditional approach developments abroad
would be summarized into changes of a price
measure of imported inputs without information
on its drivers (productivity or factor price
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changes abroad). Moreover, it relies strongly on
the assumption that prices of intermediate in-
puts are well measured. Only in that case the
price of value added can be properly measured
through separate deflation of gross output and
all intermediate inputs, also known as double
deflation. However, double deflation is
becoming increasingly difficult as production
fragmentation progresses. There is increasing
doubt about the reliability of price indices for im-
ported intermediates due to the practice of intra-
firm transfer pricing and more generally
inadequate statistical systems to monitor prices
of imports (see Houseman et al., 2011). One
area of concern is in the price measurement of
intangible service flows such as the provision
of marketing and technical knowledge including
software and data-services. Intangibles are
becoming increasingly important in production,
but so far their measurement is elusive (see Cor-
rado et al. (2012) for pioneering attempts and
Houseman and Mandel (2015) for an overview).

A special case of mismeasurement that
recently attracted attention is the measurement
of input price change in the presence of offshor-
ing. Reinsdorf and Yuskavage (2018) conclude
that for the case of the United States, “changes
in prices paid for intermediate inputs caused
by offshoring are not tracked in any index. The
U.S. Bureau of Economic Analysis (BEA) uses
producer price indexes (PPIs) to deflate the
domestically sourced items and MPIs to deflate
foreign sourced items, but neither of these in-
dexes would follow an item as it moved from do-
mestic production to offshore production.” In a
conservative estimate, Reinsdorf and Yuskavage
(2018) found that mismeasurement of import
prices related to sourcing change appears to be
responsible for about a tenth of the speedup in
measured productivity growth during
1996e2005. They also found it to be highly un-
evenly distributed across sectors and particu-
larly pertain to the manufacturing sector, as
earlier suggested by Houseman et al. (2011). It
seems reasonable to assume that these

mismeasurements in productivity are propor-
tional to the share of import in intermediate
use, and thus to be larger for countries that are
smaller and much more open than the United
States.

Mismeasurement of intermediate input prices
leads to a problem of attribution of productivity
growth across industries (and countries). Triplett
(1996) shows that in the case of measuring pro-
ductivity in the US production of computers,
the use of alternative quality-adjusted prices
leads to radically different assessments of the
location of productivity, which may be in the
computer industry itself, or in the semiconductor
industry that delivers the main inputs to the
computer industry, or even further back in the
chain, namely the manufacturing of semicon-
ductor machinery. Similarly, mismeasurement
of prices of imported intermediates might
obscure the geographical location of productiv-
ity growth in GVCs. The robustness of analyses
such as in Gu and Yan (2017) who allocate pro-
ductivity growth in a GVC to various stages of
production across countries depends crucially
on the quality of the price statistics used. In
this paper we will restrict ourselves to analyses
of input and TFP growth for the chain as a whole
which do not require the use of intermediate
input deflators.

18.3 Growth accounts for global value
chains

18.3.1 Illustrative example

We illustrate our GVC methodology by
decomposing the growth of final output from
the transport equipment industry (NACE rev. 1
industries 34 and 35) in South Korea, in short
“Korean cars.” Final output includes the value
added in the last stage of production, which
will take place in South Korea by definition,
but also the value added by all other activities
in the chain which take place anywhere in the
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world. To decompose value added in produc-
tion, we make use of the decomposition method
outlined in Section 18.2 and given in Eq. (18.5).

The geographical origin of the value added in
production of Korean cars in 1995 and in 2008 re-
veals striking developments. Between 1995 and
2008, the share of domestic value added
decreased from 76 to 70% of the value of a
Korean car. Conversely foreign value increased
from 24 to 30%. With the new availability of
cheap and relatively skilled labor, firms from
South Korea relocated parts of the production
process to other countries. At the same time,
the industry quickly globalized by sourcing
more and more from abroad. With additional in-
formation on the quantity of factors used in each
country we can provide a growth accounting
decomposition of the growth rate of final output
of Korean automotives using Eq. (18.7). Data on
workers are measured by the number of hours,
classified on the basis of educational attainment
levels as defined in the International Standard
Classification of Education (ISCED): low-skilled
(ISCED categories 1 and 2), medium-skilled
(ISCED 3 and 4), and high-skilled (ISCED 5
and 6). Capital stock volumes are measured on
the basis of capital stocks of reproducible assets
as covered in national account statistics
measured at 1995 constant price. Note that we
have information on inputs used in 35 industries
in 41 economies such that contributions in a
particular GVC can be made in potentially 1435
(¼35 � 41) country-industries.

The results are shown in Table 18.1: final
output volumes of Korean automotives
increased by 69 log points over the period from
1995 to 2007. This was mainly due to increases
in the use of capital both domestically and
abroad, together accounting for about a quarter
of the increase in final output. The number of
workers employed in production increased as
well, yet with a clear difference between the
structure and growth of labor demand domesti-
cally and abroad. Demand for low-skilled
workers within South Korea declined rapidly,

while demand for low-skilled abroad increased.
The highest growth is in demand for high-
skilled workers both at home and abroad
contributing 11 and 6% to final output growth,
respectively. Productivity growth is derived as
a residual as in Eq. (18.6). It is growing fast by
more than 0.50 log points over this period,
contributing 60% of final output growth over
this period. Clearly, growth in the South Korean
car GVC is mostly driven by a more efficient use
of the factor inputs. These factor inputs are
increasingly located abroad.

18.3.2 General patterns of productivity
growth and input use in GVCs

What are the general patterns of input and
productivity growth in GVCs? As for cars final-
ized in South Korea, we decompose growth in
GVCs of manufactured goods that are finalized
in 21 advanced countries, including 15 European
countries, Australia, Canada, Japan, South Ko-
rea, Taiwan, and the United States. We have
data for output from 13 manufacturing indus-
tries, which are groups of two digit industries ac-
cording to ISIC rev.3. So all in all, we will study
the production structure of 273 (¼13 � 21)
GVCs. In Table 18.2 we provide the growth ac-
counts for each of the 13 manufacturing product
groups, weighted across the 21 finalizing coun-
tries with the shares in total final output across
all advanced countries. The results are depicted
in Fig. 18.1.

Global output growth has been high during
1995e2007 for final electronic goods (including
computers and electrical machinery), transport
equipment, and chemicals. It has declined for
textiles (including wearing apparel), shoes, and
wood products. Two observations stand out
with respect to the contribution of labor to
output growth. First, the quantity of low-
skilled work used in GVCs has been declining
in most GVCs. This is not so surprising for
GVCs in which output is declining as well, but
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we find it to be also true for fast-growing prod-
ucts such as electronics and nonelectrical ma-
chinery. The quantity of unskilled work only
increased in the rapidly expanding GVCs of
transport equipment and chemicals. Second,
the use of high-skilled work has increased in all
industries, except the ones in which output
declined. Even more strongly, it appears that
there is a strict ordering: for each product group
it is true that the growth rate of low-skilled work
is lower than for medium-skilled work, which is
again lower than for high-skilled work.

The bottom part of the graph shows the
contribution of the growth in each input to final
output growth. Growth in capital input appears
to be an important source of growth in most
GVCs, typically accounting for 40% of output
growth or more. The notable exception is for
electronics, as capital input growth was fast in

an absolute sense, but slow compared to output
growth. Growth in high-skilled work contrib-
uted positively to all GVCs, except, again, in
electronics. On the other hand, growth contribu-
tions from medium-skilled workers were small
or even negative. Not surprisingly, growth con-
tributions from low-skilled work are negative,
given its absolute decline noted above. Note
that for industries that are shrinking (negative
growth of final output), contributions to growth
from factor inputs are positive when the input
shrinks as well. This explains the “positive” con-
tributions of low-skilled worker growth to the
growth in final output of textiles, for example.

Another main conclusion from the table is
that TFP growth is positive in all GVCs. It ranges
from 7.5% in basic metals to 72% in electronics.
Clearly, technological change was such that in-
puts were used more efficiently in the global

TABLE 18.1 Growth accounting for vertical production of automotives from South Korea.

Cost shares in GVC (%) Quantities (1995[ 1) Contribution to output growth

1995 2007 1995 2007 Log pts %

Factors in South Korea

Low-skilled labor 12.2 4.4 1.00 0.42 �7.2 �10.5

Medium-skilled labor 26.7 23.8 1.00 0.99 �0.3 �0.4

High-skilled labor 17.0 20.5 1.00 1.52 7.8 11.3

Capital 20.6 21.5 1.00 1.53 8.9 13.0

Factors outside South Korea

Low-skilled labor 2.9 2.7 1.00 1.68 1.5 2.1

Medium-skilled labor 6.6 6.1 1.00 2.40 5.6 8.1

High-skilled labor 3.2 3.8 1.00 2.97 3.8 5.5

Capital 10.7 17.2 1.00 1.68 7.3 10.6

Total all factor inputs 1.00 1.31 27.3 39.7

Total factor productivity 1.00 1.51 41.5 60.3

Final output 100.0 100.0 1.00 1.99 68.8 100.0

Note and source: Own calculation based on Eq. (18.7) using data fromWIOD, November 2013 release. The shares and volumes for factors abroad
are based on summations across 39 countries and the rest-of-the-world region. Capital growth is proxied by growth in capital stocks. Input
quantities are set to 1 in 1995. Numbers may not add due to rounding.
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production of goods. TFP growth can account
for all output growth in food, plastic, nonme-
tallic minerals, metal products, electronics, and
other manufacturing. In some case it even ac-
counts for more than 100% of output growth as
the quantity of some inputs is shrinking. The

contribution of TFP to growth in chemicals and
transport equipment is relatively limited,
although still accounting for 50 and 40% of
output growth, respectively. It accounts for
65% of output growth in plastics, and for 79%
in machinery.

TABLE 18.2 Final output growth decomposition for manufacturing product groups, 1995e2007.

Final output
group Food Textile Shoes Wood Paper Chemical Plastic

Non-
metal Metal Machinery

Elec-
tronics

Transport
equipment

Other
manufac-
turing

ISIC 15t16 17t18 19 20 21t22 24 25 26 27t28 29 30t33 34t35 36t37

Cost shares (%) in 1995

Low-skilled 15.6 22.8 27.9 18.0 12.9 11.9 14.8 16.3 16.3 14.7 12.3 13.2 18.1

Medium -skilled 29.3 31.4 27.2 35.2 31.2 26.1 31.7 30.7 33.0 35.3 32.8 35.5 34.7

High-skilled 14.4 14.1 12.3 13.4 17.8 16.6 15.3 14.0 14.2 16.7 18.9 17.6 15.9

Capital 40.7 31.6 32.6 33.4 38.1 45.5 38.2 39.0 36.5 33.2 36.0 33.7 31.4

Cost shares (%) in 2007

Low-skilled 10.4 15.4 18.1 11.3 8.7 7.9 10.0 10.3 9.9 9.2 7.5 8.2 11.5

Medium -skilled 28.5 32.6 29.4 34.7 28.5 23.3 30.0 28.8 29.2 31.5 28.9 30.5 31.0

High-skilled 17.6 19.1 16.6 17.0 22.7 19.4 19.1 17.6 16.3 19.6 24.6 20.7 18.9

Capital 43.4 33.0 35.9 37.0 40.2 49.4 41.0 43.3 44.5 39.7 39.0 40.5 38.5

Quantity growth (log points)

Low-skilled �38.0 �79.8 �56.8 �61.0 �15.3 6.8 �18.6 �27.2 �27.2 �16.1 �35.0 5.2 �32.0

Medium -skilled �5.8 �62.6 �37.9 �39.5 �7.0 18.8 �2.5 �4.1 �0.6 1.5 �8.3 21.2 �9.7

High-skilled 17.2 �31.2 �5.8 �11.2 22.4 43.1 23.3 26.7 28.3 28.6 17.0 45.5 17.4

Capital 11.0 �43.6 �24.7 �26.5 25.7 34.6 14.0 7.2 8.7 25.8 15.9 42.1 8.8

Final output 9.3 �44.2 �33.1 �18.4 20.9 38.1 20.9 14.7 6.5 26.3 66.5 43.2 5.2

TFP 9.3 22.3 11.2 16.6 13.7 15.2 21.0 15.2 7.5 20.8 72.3 21.6 13.0

Contribution to final output growth (%)

Low-skilled �64.9 41.1 53.8 53.1 �22.1 �6.0 �27.2 �41.8 �82.7 �19.2 �8.2 �8.1 �142.5

Medium -skilled �35.1 62.3 46.2 88.4 �19.4 0.9 �21.5 �28.9 �63.5 �15.4 �14.2 2.8 �127.7

High-skilled 20.7 20.4 13.1 13.6 14.8 14.4 9.3 22.1 35.2 10.9 �0.9 13.6 20.1

Capital 78.4 26.7 20.7 35.0 61.4 50.6 38.7 45.4 94.8 44.7 14.6 41.7 101.1

TFP 100.8 �50.5 �33.9 �90.2 65.3 40.0 100.6 103.3 116.2 79.0 108.6 50.0 249.0

Note: See Table 18.1. Based on GVCs ending in 21 advanced countries, weighted by share in final output across all countries.
TFP, total factor productivity.
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18.4 Factor substitution bias in measuring
GVC TFP

The application of growth accounting in GVCs
raises new questions about the underlying funda-
mentals of the accounting framework. One key
assumption in the growth accounting method is
the assumption that each input is paid its mar-
ginal product. In that case, the growth of aggre-
gate input can be measured as a weighted
growth of the detailed inputs with cost shares
asweights. Here wewill focus on the case of labor
input measurement and discuss to what extent
this assumption is valid when applied in a GVC
setting with labor input from various countries.

In the analysis so far, we have measured the
growth of labor input of a given type as a
weighted growth of labor of this type classified
by country c. So

DlnLe ¼
X
c
ac; eDlnLc;e (18.10)

with ac;e ¼ wc;eLc;e

�P
c
wc;eLc;e, the share of

worker type e in country c in the overall wages

paid in the GVC to this type of worker. The im-
plicit assumption is one of perfect competition in
factor markets: for example, when Chinese
workers (of a given educational attainment
type) are paid $5 per hour (at exchange rate),
while US workers (of the same type) are paid
$10, then the contribution of growth in Chinese
workers to output growth is assumed to be
only half the contribution of a similar growth
in US workers. This might be a reasonable
assumption for high-skilled workers, but it is
less obvious that this also holds for less skilled
workers. We know that integration of labor mar-
kets across countries is still incomplete such that
wage differentials are not necessarily arbitraged
away. Interestingly, this measurement problem
in labor input has a strong similarity to the prob-
lem of import substitution bias in the measure-
ment of intermediate input prices discussed
above. The price measurement problem arises
as there is a substitution of a more expensive
input for a similar cheaper variety. In analogy,
shifts in the distribution of hours worked from
lower- to higher-wage countries might not

FIGURE 18.1 Accounting for final output growth of global value chains, 1995e2007. HS, high-skilled; K, capital; LS, low-
skilled; MS, medium-skilled; TFP, total factor productivity. Source: Table 18.2.
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picked up correctly by the labor input index in
Eq. (18.10) when the workers are comparable
across countries, that is, have the same marginal
productivity.4 It seems clear that much of the off-
shoring trends and GVC development is driven
by a strong cost-saving motive of multinational
firms. This hypothesis is congruent with a strong
increase in the share of so-called “factorless in-
come” in GVCs, that is, the part of value added
that cannot be allocated to labor or capital
(measured with an ex ante rate of return), as
documented by Chen et al. (2018).

Can we put bounds on the size of the problem
of labor substitution for TFP measurement in
GVCs? To this end, we make an extreme
assumption and assume that the marginal pro-
ductivity of worker of a given type is equal
across all countries. In that case, one can aggre-
gate workers across countries, Le ¼ P

c
Lc;e,

such that growth in the aggregate labor input in-
dex is then given by

gDlnL e ¼
X
c
sc;eDlnL c;e (18.11)

with weights sc;e ¼ Lc;e

�P
c
Lc;e. It can be easily

shown that the difference between the aggregate
labor indices in Eqs. (18.10) and (18.11) is given
by difference in the weights a and s. The differ-
ence DlnL e � gDlnL e is akin to what is called
“labor quality” in the Jorgenson framework (see
e.g., Jorgenson et al., 1987). But note that the inter-
pretation here is the opposite: we assume that
there is no quality difference across countries
for a given type of worker, and hence the differ-
ence is an indicator of the mismeasurement of
aggregate labor input in GVCs. When there is a
shift in employment of identical jobs in the
GVC from advanced to poor countries (with
lower wages), then use of the standard index
DlnLe will lead to an underestimation of the labor

input, and an overestimation of TFP in the GVC as
it is measured as a residual. Fig. 18.2 shows the
magnitudes of the potential mismeasurement of
TFP in GVCs when using the standard index.

Fig. 18.2 shows the Kernel density plots for
TFP growth in 273 GVCs (the same set as above)
for the period 1995e2007, measured according
to four alternatives. TFPraw is the TFP growth
in the GVC when using the standard methodol-
ogy in which each input in each country-
industry is treated as a different input, as in Eq.
(18.10). TFP4 is the other extreme in which in-
puts are assumed to be identical across countries
(and industries), as we discussed above. Put
otherwise, growth in each factor input (low-, me-
dium-, and high-skilled labor as well as capital)
is calculated as the growth of the aggregate of
the factor across all countries as in Eq. (18.11).
These four inputs are subsequently weighted
with their aggregate factor cost share. For

FIGURE 18.2 Alternative measures of total factor pro-
ductivity (TFP) growth rates in global value chains (GVCs).
Note: TFP growth rate in 273 GVCs according to four alterna-
tives for the measurement of factor inputs: TFP4 (total input
across all countries), TFP8 (domestic inputs and foreign in-
puts separately), TFP164 (inputs separately per country),
and TFPraw (inputs per country-industry).

4 This is most easily seen in the dual approach: assume no change in country-industry wages and a one-off shift of jobs
to cheaper places. If the cost decline is fully reflected in output price, then there will be measured TFP growth,
although there is no change in productivity as the same amount of labour inputs is being used as before.
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comparison we also provide two intermediate
alternatives: separate aggregation of domestic
and foreign factor inputs, thus 2 � 4 ¼ 8 inputs
(TFP8), and separate aggregation of factor inputs
within each of the 41 economies (across indus-
tries), thus 41 � 4 ¼ 164 inputs (TFP164).5

We find that in general, the various TFP alter-
natives are highly correlated across GVCs. A
GVC with a high TFP growth relative to other
GVCs according to the standard method is likely
to have also a high relative TFP growth when us-
ing the alternative measures. The correlation of
TFPraw with TFP4 is 0.92 (0.89 for rank correla-
tion), with TFP8 0.97 (0.96) and with TFP164 0.99
(0.99). The (unweighted) mean TFP growth in
the set of 273 GVCs is 17.8 log points for TFP4,
21.3 for TFP8, 23.7 for TFP164, and 23.9 for
TFPraw. So indeed TFPraw (the standard meth-
odology) would overestimate TFP by 6.1 log
points, in case our extreme case holds, namely
that there is no difference in marginal productiv-
ity across countries for a given input type (TFP4).
Thus we conclude that it is likely that TFP
growth in GVCs will be overestimated when us-
ing the assumption of perfect competition in
global factor markets. Our most extreme esti-
mate suggest that the magnitude of this overesti-
mation may be sizable, leading to an
overestimation of TFP growth by almost a third.

18.5 Concluding remarks

In this paper we pioneered the application of
the canonical KLEMS framework as developed
by Dale Jorgenson and collaborators in the
context of a GVC that spans countries across bor-
ders. We developed measures of factor inputs
and of TFP growth in GVCs and showed how
existing data from the WIOD can be used to

make a decomposition of final output growth.
We highlighted a particular issue that arises in
the context of GVCs, which is the measurement
of labor input when factor prices are not equal-
ized across countries. We show that this might
lead to sizable mismeasurement of TFP in
GVCs, requiring further analysis into the valid-
ity of the perfect market assumption underlying
growth accounting. All in all, the analysis pre-
sented here demonstrates that the canonical
KLEMS framework is versatile and when appro-
priately modified, can also be applied outside
the traditional confines of analyses of economic
growth in individual countries and industries
to wider analyses of GVCs. More than 50 years
after its introduction the growth accounting
framework of Jorgenson and Griliches (1967) is
still a useful guide for the measurement of pro-
duction output and inputs in the world
economy.
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19.1 Introduction

Policies proposed to mitigate climate change
range from discouraging fossil fuel use to pro-
moting energy efficiency, to stimulating
research into clean technologies. A wide range
of methods are used to analyze the efficacy
and impact of these policies, but we may
broadly divide many of them into those using
economy-wide models and those using more
detailed sector-specific technology models.
Our focus here is on the former. Specifically,
we recognize the problems that abstractions
from measurement in the physical world pose
for economy-wide models that need to retain
physicality in the conduct of policy assessment.
We also recognize the distinct possibility of
differences in model outcomes depending on
whether policies are modeled to directly
affect inputs bottom-up as they most likely
would in technology models or outputs top-

down as most likely occurs in economy-wide
models.

Given the long-time scale of climate change
policies, economy-wide models are often multi-
sector, general equilibrium, market-clearing
models. They are multisector because of the
need to track the movement from energy-
intensive industries to less-intensive ones and
because of the intense interest of industry stake-
holders in policies that affect their employment
and profitability. They are general equilibrium
because the time scale of the policies is decades
and such models have simpler temporal aspects
than macroeconomic models that focus on short-
run disequilibrium effects.

The class of computable general equilibrium
(CGE) models, or applied GE models, does not
represent technologies in detail such as blast
furnace versus electric arc furnace, but does
represent all sectors of the economy, typically
10e100 industries. To use such an aggregation

Measuring Economic Growth and Productivity
https://doi.org/10.1016/B978-0-12-817596-5.00019-6 427 Copyright © 2020 Elsevier Inc. All rights reserved.

https://doi.org/10.1016/B978-0-12-817596-5.00019-6


of the complex modern economywith thousands
of distinctly identified 6-digit sectors, CGE
models rely on inputeoutput tables that repre-
sent dollar values of each (aggregated) industry
output and input. A sector such as primary
metals is represented in the National and IO Ac-
counts as an aggregate index of the tons of
different quality steel, iron, aluminum, and other
metals. The output of fossil fuel industries such
as coal mining and petroleum refining is repre-
sented by indexes of the various types of coal
or liquid fuels.

The use of an aggregate variable, sayQIcoal,t, to
represent the output index of the coal mining in-
dustry at time t, is an abstraction that needs to
be treated carefully in reconciling with the data
on tons of coal and estimates of the CO2 emitted.
In the economic accounts the total dollar value of
coal supply is equal to the sum of the value of coal
purchases by all sectors, but the aggregate output
index QIcoal,t is not a simple sum of the quantities
of coal purchased by each sector. Some models
make the simplification that the supply quantity
variable is the sum of the quantities purchased,
and that all sectors pay the same average price
for a bundle of representative coal, even though
in reality the metallurgical coal purchased by
the primary metals industry is very different
from the thermal coal purchased by the electricity
industry. Such simplifications lead to biases in the
accounts for BTUs (British thermal units) of en-
ergy used and tons of CO2 emitted. In our exam-
ples we show how a carbon price that leads to an
11% reduction in emissions under the average
price accounting system becomes a 21% reduction
using sector-specific prices.

In this chapter we highlight these biases, draw-
ingon two important contributionsofDale Jorgen-
son. The first is his contribution to economic
measurement and the use of proper indexing

procedures. In his important work on the cost-of-
capital and TFP measurement (Jorgenson and
Griliches, 1967), he emphasized the need to distin-
guish between the stock and flow of capital ser-
vices; different assets have different service lives
and thus the different flows from a $1 billion stock
of machines versus a $1 billion stock of structures
must be aggregated carefully. Similarly, the calcu-
lation of effective labor input requires a careful
aggregation of high-skill-high-wage labor and
low-skill-low-wage labor (Jorgenson et al., 1987).
We draw on these aggregation methods to illus-
trate the accounting pitfalls of the different ways
of representing fuel quantity aggregates in the
analysis of greenhouse gas policies. We compare
the simple approach of assuming a common price
(the top-down or supply-side approach) with the
use of purchaser-specific prices (the bottom-up or
demand-side approach).1

The second Jorgenson contribution we use is
the construction of CGE models that are econo-
metrically estimated to examine energy and envi-
ronmental policies (Hudson and Jorgenson, 1976;
Jorgenson and Wilcoxen, 1990). We illustrate the
impact of the top-down versus bottom-up formu-
lations in simulations of the effect of a carbon tax
using our Intertemporal General Equilibrium
Model (IGEM). In constructing IGEM we have
followed the Jorgensonian strictures to carefully
aggregate capital, labor, and intermediate inputs,
and to estimate the parameters of the producer
and consumer functions.

We should note that IGEM contains the re-
sults of other major contributions of Jorgenson.
The model uses flexible cost functions that allow
technical change to be non-neutral (i.e., biased
toward or away from some input factor). These
functions are first introduced in Jorgenson and
Lau (1974a, 1974b) and extended in Jin and Jor-
genson (2010). The cost-of-capital formulation

1 Our use of the term “bottom-up” in this context is distinct from references to “bottom-up models” which refer to
detailed energy models which are partial equilibrium models containing lots of technological detail. Our discussion
here is entirely within the context of multisector general equilibrium models.
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(Jorgenson, 1963), the consumer, function and
social welfare functions originating in Jorgenson
et al. (1982) and Jorgenson and Slesnick (1987)
are also fully represented.

19.2 Accounting for energy inputs in
CGE models

The accounting of carbon emissions and local
pollutants involves an accounting of energy in-
puts into industry and households. Many ana-
lyses of carbon policies use multisector CGE
models, for example, those used in the Energy
Modeling Forum, EMF 32 (Fawcett et al., 2018).
These models are often complex with tens of
thousands of variables (or even hundreds of
thousands), and model descriptions, unfortu-
nately, often do not describe the energy account-
ing in detail. As we show here, knowing the exact
equations and assumptions are crucial in fully
understanding simulation results of industry re-
sponses to energy and environmental policies.

To illustrate the heterogeneity of energy in-
puts under the usual classification of coal, oil
and gas, we give the industry-level prices paid
per physical unit for various US industries in Ta-
ble 19.1. The top part of the table reproduces the
prices reported in the Manufacturing Energy
Consumption Survey (MECS) by the Energy In-
formation Administration (EIA) for 2010. The
MECS provides detailed data on energy use in
manufacturing industries every 4 years; for other
sectors such as electricity and transportation,
there are only less granular data that does not
distinguish, for example, between commercial
transportation and household transportation.
These more aggregated data are given annually.

To supplement the EIA data for
manufacturing, in the bottom part of Table 19.1,
we give estimates for illustrative industries from
our IGEM database, including electricity. The
value data are estimated in Jorgenson et al.
(2018a) and the physical quantity data are from
the Monthly Energy Review. The value data are

the intermediate purchases from the 2010 Use ta-
ble which give the value at the factory gate (or
mine-mouth), whereas the expenditure data in
the EIA reports are at purchaser’s prices which
include trade and transportation margins. The
prices in the top and bottom sections of Table 19.1
are thus not directly comparable.

The price paid for a ton of coal, within the
manufacturing group, ranges from $53 paid by
food manufacturing to $135 paid by plastics
and rubber. The price per 1000 ft3 of natural
gas ranges from $5.0 paid by chemicals to $8.9
paid by apparel. Using the factory-gate prices
in the bottom part of Table 19.1, the price per
ton of (thermal) coal to electric generators is
$6.6, whereas the price of (metallurgical) coal
to primary metals is $688, and the price to chem-
icals, rubber, and plastics is $68.

This heterogeneity in prices for energy is not
unique; there is a similar large range of wage
rates ($ per hour worked) and rental costs of cap-
ital across industries. Many models recognize
the heterogeneity of labor input prices even if
the model assumes a single labor market; they
do this by using industry-specific coefficients to
convert the market clearing average wage to
the industry-specific wage. There is, however, a
lot less discussion about the treatment of energy
inputs in most documentations of the multisec-
tor models and we cannot make a parallel state-
ment about energy coefficients. In the next
section we give explicit examples of two ap-
proaches to energy consumption accounting.

19.2.1 Top-down and bottom-up
accounting

We refer to the method which assumes that all
sectors buy an identical bundle of energy input at
a common price as “top-down” or “supply-side”
accounting. That is, the method assumes that
there is one coal market and one type of average
coal. The other method that allows different sec-
tors to pay a sector-specific price, even with the
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TABLE 19.1 Prices of energy paid by US industries, 2010 ($ per unit).

Total energy Coal Electricity
Diesel, dist.
fuel oil

Natural
gas

$/mil. BTU $/ton $/kWH $/gallon $/1000 ft3

NAICS Estimates from MECS 2010

311 Food 9.12 53.43 0.070 2.58 6.02

312 Beverage and tobacco products 12.96 95.14 0.087 1.80 6.66

313 Textile mills 12.69 103.39 0.065 2.35 7.15

314 Textile product mills 13.33 89.47 0.075 2.00 6.96

315 Apparel 19.64 0.00 0.089 2.12 8.87

316 Leather and allied products 17.67 0.00 0.102 2.92 7.79

321 Wood products 8.92 128.64 0.076 2.23 6.77

322 Paper 6.93 80.14 0.056 2.23 5.71

323 Printing and related support 18.09 0.00 0.091 2.85 7.21

324 Petroleum and coal products 5.98 126.53 0.057 2.27 5.02

325 Chemicals 9.39 73.63 0.056 2.37 5.00

326 Plastics and rubber products 16.04 135.07 0.077 3.15 6.64

327 Nonmetallic mineral products 7.41 68.05 0.071 2.32 6.07

331 Primary metals 7.97 127.00 0.049 2.08 5.53

332 Fabricated metal products 14.86 113.73 0.084 2.97 6.92

333 Machinery 16.10 0.00 0.085 2.74 7.26

334 Computer and electronic products 18.27 0.00 0.079 2.75 6.75

335 Electrical equipment and components 13.24 0.00 0.078 2.55 6.97

336 Transportation equipment 14.30 112.09 0.075 2.99 6.82

337 Furniture and related products 17.86 58.52 0.094 2.78 8.86

339 Miscellaneous 20.56 80.35 0.097 2.53 8.56

All manufacturing 9.12 91.71 0.065 2.40 5.51

Values from IGEM-NAICS; physical units from EIA

IGEM sector Coal at mine-mouth Natural gas at factory gate

mil. $ mil. tons $/ton mil. $ Bil. ft3 $/1000 ft3

6 Electric utilities 6432 975.1 6.6 6203 7387 0.84

12 Primary metals 11,702 17 688 4102 548 7.5

23 Petroleum and coal products 129 6 21 21,179 956 22.2

24 Chemicals, rubber, plastic 614 9 68 14,642 2162 6.8

Notes: “MECS 2010” price data are taken from Table 7.1 of the Manufacturing Energy Consumption Survey (2010). Our table only gives the total
coal; the MECS gives separate prices for Anthracite, Bituminous, and Lignite. In the second section with the IGEM classification, the tons data
come from Table 7.6 of the MECS (2010), and Table 6.2 of the MER (2016). The value data are estimated by us from BEA time series use tables.



assumption of a single market, is labeled
“bottom-up” or “demand-side” accounting.2

To simplify the discussion, we use an inpute
output framework here where there is no distinc-
tion between industries and commodities. In
some models, including our IGEM, these are
distinguished; there is a Use table that gives
the commodity inputs for each industry, and a
Make (or Supply) table that gives the industry
sources of supply for each commodity. In Jorgen-
son et al. (2013) we thus have distinct industry
prices (PIj) and commodity prices (PCi). In the
discussion below, we only use the i index for
sector i, where PIi is the producer price of output
i, and QIi is the output quantity index. AAij de-
notes the quantity of input i used by sector j. It
is most meaningful to think of i as “coal mining,”
“petroleum refining,” or “gas utilities” in this
section.

Under the top-down method, the value of
supply of good i is equal to the demand for i
summed over the industry purchasers (interme-
diate) and final demanders (households, invest-
ment, government, and exports).3 Total supply
(QSi) of a good comes from the domestic indus-
try (QSi) and imports (QMi). We thus have these
value equations:

PSitQSit ¼ PIttitQIit þ PMitQMit (19.1)

PSitQSit ¼
Xn

j

PSitAAijtþPSitCit þPSitIit

þPSitGit þ PSitXit

(19.2)

where PMit is the price of the imported variety,
PIttit is the sales tax-inclusive price of the domestic
variety (to be distinguished from the seller price
PIi), and PSi is the price of aggregate supply. Cit,

Iit, Git, Xit, respectively, denote the final demand
for consumption, investment, government, and
exports. The j ¼ 1, 2, .n index runs over all
the n industries identified in the model. The
bars over the variables indicate that these are
measured in economy-wide average units, not
the units given in Table 19.1.

The supply price is expressed as an Arming-
ton function of the domestic and imported prices
in almost all models reviewed (Armington,
1969). This supply quantity QSi thus also has ag-
gregation aspects that should be carefully spelt
out since imported varieties are often very
different from the average domestic variety,
but we do not discuss them here. We note that
multiregion models have an added complexity
of having regional varieties that need to be
considered (e.g., Saudi crude vs. Venezuelan
crude), in addition to the different domestic vari-
eties discussed here.

Since the top-down method assumes a com-
mon price PS, Eq. (19.2) simplifies to a quantity
balance equation for homogenous quantities:

QSit ¼
Xn

j

AAijt þCit þ IitþGit þ Xit (19.3)

Energy content (in BTUs) is given by the (net)
energy coefficient qBTUi , while the CO2 emissions
are given by the (net) CO2 coefficient q

CO2
i :

EBTU
it ¼ q

BTU
it QSit; EBTU

ijt ¼ qBTUit AAijt; etc

(19.4)

ECO2
it ¼ q

CO2

it QSit; ECO2
ijt ¼ q

CO2
ijt AAijt; etc

(19.5)

2 The lexicon for this topic is far from settled. Top-down or supply-side accounting also could be considered as
upstream or output-driven. Bottom-up or demand-side accounting could be labeled downstream or input-driven.
3 Investment includes changes in inventories. In the latest version of the official US inputeoutput tables, there is a
Government industry which accounts for the nondurable purchases of fuels by the government, and a Government
final demand column that accounts for purchases from the Government industry and purchases of investment goods.
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Let us elaborate on these coefficients. It is
clear what is meant by the energy content per
ton of coal (or oil) combusted, it is the average
over all the different types of coal (or oil) that
the EIA identifies. CO2 emission coefficients
should similarly be the average of the coeffi-
cients of different types of coal, liquid fuel, or
gas. However, not all purchased fuel is
combusted, some coal is converted to coke,
gas converted to chemical products, and crude
converted to lubricants. The q��i coefficients
are thus net values, equal to actual emission co-
efficients (e��it ) multiplied by combustion ratios,
e.g.:

qCO2
ijt ¼ eCO2

ijt rcomb
ijt (19.6)

In the bottom-up (or demand-side) account-
ing, each buyer j pays a distinct price PBijt for
input i. The supply equal demand value equa-
tion is changed from Eq. (19.2) to:

PSitQSit ¼
X
j

PBijtAAijt þ PBi;CtCit þ PBi;GtGit

þ PBi;XtXit

(19.7)

Most models assume that there is only one
market for each good i, and one corresponding
market clearing price. In our case that is the sup-
ply price, PSit (the import market is a separate
market with a separate price, PMit). The individ-
ual buyer-specific price is expressed as a fixed
coefficient multiplied by the endogenous market
clearing price:

PBijt ¼ xij0PSit j ¼ 1;.n;C; I;G;X (19.8)

These xij0 coefficients may be derived from
base year data such as those given in Table 19.1.
They are analogous to the wage rate coefficients
derived from value compensation and number
of workers (or hours) in each industry. In the his-
torical data these coefficients change over time

since there are changes in relative prices (e.g.,
anthracite relative to bituminous) and changes
in the relative quantities bought by industry j.
We do not discuss the projection of future
changes and assume a fixed xij0 for all periods
in our simulations, but model builders should
keep this in mind.

With the expression for buyer-specific prices
in Eq. (19.8), we may rewrite the supply equal
demand Eq. (19.7) as the quantity equation:

QSit ¼
X
j

xij0AAijt þ xiC0Cit þ. (19.9)

Unlike Eq. (19.3), the quantity variables in this
equation are measured in sector-specific units,
that is, the tons of coal correspond to the data
in Table 19.1. To illustrate this, consider an
example with the industry 1 buying 90 tons at
a price of $1 per ton and industry 2 buying 10
tons at $10. The total supply value is $190, the to-
tal tons are 100, and the average price is thus $1.9
per ton. Eq. (19.2) for the top-down method and
Eq. (19.9) for the bottom-up method for this mar-
ket are, respectively:

1:9 � 100 ¼ 1 � 90þ 10 � 10

¼ 1:9 � 90
1:9

þ 1:9 � 10
0:19

¼ 1:9 � 47:4þ 1:9 � 52:6 (19.10a)

100 ¼ 1
1:9

90þ 10
1:9

10 ¼ 0:52 � 90þ 5:2 � 10;
xi1 ¼ 0:52; xi2 ¼ 5:2

(19.10b)

That is, AAcoal,1 ¼ 90 in natural physical units,
and AAcoal;1 ¼ 47:4 in average coal units.

In the top-down system, the emission coeffi-
cient for coal is given by the total tons of CO2

from coal use in j divided by the quantity
AAcoal,j. Say, for i ¼ coal in the example above,
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the CO2 from national coal combustion is 180
tons. We then have:

q
CO2
coal;t ¼

180
100

¼ 1:8 (19.11)

Under the top-down system (Eq. 19.5) we
would attribute the total 180 tons of CO2 emis-
sions to industries 1 and 2 as:

ECO2
coal;1 ¼ q

CO2
it AAcoal;1 ¼ 1:8 � 90

1:9
¼ 85:3;

ECO2
coal;2 ¼ 1:8 � 10

0:19
¼ 94:7

(19.12a)

Under the bottom-up system, the 180 total
tons are allocated as:

ECO2
coal;1 ¼ qCO2

coal;1AAcoal;1 ¼ 1:8 � 90 ¼ 162;

ECO2
coal;2 ¼ 1:8 � 10 ¼ 18

(19.12b)

That is, in the top-down system we would
attribute more coal consumption and more emis-
sions to industry 2 even though it uses 1/9th of
the physical tons used by industry 1.

Physical units and actual $ prices are not often
used in CGE models since models are based on
economic accounts which are given in values.
The time series in the US economic accounts are
given as quantity and price indexes, say with pri-
ces (base year 2005) ¼ 1, and quantities in billions
of $2005. The discussion above applies equally to
such constant dollar QSit’s which are aggregates
of the constant dollar series of different types of
coal, just as we have interpreted QSit as tons of
average coal. We should recognize that the con-
stant dollar aggregate could be trending distinctly
from the total tons of all types of coal, just as the
average emission coefficient could be trending
over time even if the true emission coefficient
eCO2
it is constant. The key point that top-down ac-
counting gives very different industry attribu-
tions from bottom-up accounting applies to
constant dollar measures in the same way that it
applies to physical unit measures.

For the remainder of the chapter we are going
to interpret QS and AA as constant dollar units
and if we wish to convert them to physical tons
(barrels or ft3) we simply apply the base year
conversion coefficients (htons

coal tons of coal per
dollar):

Qtons
coal;j ¼ htonscoal AAcoal;j (19.13)

Using the numerical example above, in con-
stant dollar terms we have QScoal ¼ 190,
AAcoal,1 ¼ 90, and AAcoal,2 ¼ 100, and the tons
for industries 1 and 2 using Eq. (19.13) are:

90 ¼ 1 � 90; 10 ¼ 0:1 � 100 (19.14)

In the top-down system the emission coeffi-
cient is 180/190 tons per dollar. The total CO2

emissions are thus allocated as:

ECO2
coal;1 ¼ q

CO2
it AAcoal;1 ¼ 180

190
90 ¼ 85:3;

ECO2
coal;2 ¼ 180

190
100 ¼ 94:7

(19.15a)

Under the bottom-up system, the 180 total
tons are allocated with industry-specific qCO2

ij co-
efficients (tons of emissions per dollar):

ECO2
coal;1 ¼ qCO2

coal;1AAcoal;1 ¼ 1:8 � 90 ¼ 162;

ECO2
coal;2 ¼ 0:18 � 100 ¼ 18

(19.15b)

Eqs. (19.15a) and (19.15b) match exactly with
the physical tons accounting in Eqs. (19.12a)
and (19.12b).

19.2.2 Emission coefficients in IGEM

In Section 19.3 we illustrate the differences
between the two energy and emission account-
ing approaches by simulating a carbon tax
with IGEM, a model with 36 industries based
on the NAICS classification. In the implementa-
tion of IGEM described in Jorgenson et al.
(2018a,b) we calibrate the qCO2

i emission coeffi-
cients by using the CO2 inventories in the
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Energy Information Administration’s (EIA’s)
Annual Energy Outlook 2016 (AEO 2016) and
IGEM’s constant dollar output and intermedi-
ate input values. Table 19.2 gives an updated
set of emission coefficients for 2015, aggregated
over the 36 industries in IGEM to match the
familiar EIA tables.4 These are qCO2

i ’s interpreted
as tons of CO2 per 1000$ in $2005 (or million
tons of CO2 per billion $2005). (This is the in-
verse of the $ per ton of CO2 in Table 19.1.)
Measured from the supply side, the economy-
wide average CO2 content is 57.7 tons of CO2

per 1000$ of total coal output, i.e., domestic pro-
duction plus imports. Measured from the pay-
ments and tons for each purchasing sector, the
emission coefficient is only 9.4 tons/1000$ for
industrial users paying high prices, and 146
tons/1000$ for electric utilities paying for cheap
steam coal. While the range of coefficients for
petroleum and gas is not as wide as that for
coal, it is still substantial; for example, 3.46
tons of CO2/1000$ for commercial gas use to
28.6 for electric utilities gas.

The disparities between bottom-up and top-
down coefficients matter because they change
the impact of carbon pricing on the relative pri-
ces of fossil fuel inputs, and because of variations
in the price elasticities of energy use among the
consuming sectors. For coal, electric utilities
bear a higher carbon tax burden in the bottom-
up system than they do in the top-down system
with the opposite for commerce and industry.
For petroleum, taxing carbon bottom-up results
in higher petroleum prices to households, com-
mercial transportation, and electric utilities
than occurs under top-down taxation, whereas
the reverse holds for commerce and industry.
For natural gas, industry, transportation, and

electric utilities face higher gas prices under
bottom-up as opposed to top-down carbon pric-
ing, while residential and commercial users
experience the higher prices with top-down
taxation.

As an example, at unit prices, the own-price
elasticities for coal, petroleum, and gas inputs
in the cost function for electric utilities
are �1.05, �1.90, and �0.85, respectively. For
primary metals, these same elasticities
are �0.65, �1.04, and �0.58, respectively.5

Thus, fossil fuels are across-the-board less elastic
in primary metals than in electric utilities. For a
given carbon price, top-down pricing would
greatly reduce coal and petroleum price

TABLE 19.2 IGEM's 2015 Carbon emission coeffi-
cients (metric tons of CO2 per 1000
$2005 of output or input).

Coal Petroleum Gas

Top-down coefficients for supply (domestic output plus
imports)

Coal mining 57.69

Petroleum products 4.79

Gas mining 4.13

Gas distribution 6.69

Bottom-up coefficients for purchases (commodity inputs)

Household (residential) 11.3 5.86

Commercial and government 50.14 0.32 3.46

Industrial (agriculture, mining,
manufacturing)

9.4 3.24 8.23

Transportation 11.3 15.54

Electric utilities 146.19 14.75 28.55

4 In IGEM, unlike the EIA accounts, residential petroleum use includes gasoline and other products related to
household transportation. Petroleum use in IGEM’s transportation sector (industry-commodity no. 27) refers to
commercial transportation only.
5 These elasticities are calculated from cost function coefficient estimates reported in Jorgenson et al. (2018b, Appendix
B) which is an update of Double Dividend (Jorgenson et al., 2013).

19. Emissions accounting and carbon tax incidence in CGE models: bottom-up versus top-down434



increases to electric utilities, relative to bottom-
up, with an opposite effect for primary metals.
Given that the CO2 emissions coefficient (per
dollar) of coal input is much larger for electric
utilities than they are for primary metals, taxing
carbon bottom-up would achieve greater emis-
sions reductions in these two sectors than taxing
carbon under the top-down system where they
have a common emissions coefficient. For natu-
ral gas, both sectors would benefit from top-
down taxation with electric utilities receiving
the relatively greater reduction in price in-
creases. With top-town carbon taxes, the emis-
sions reductions by electric utilities would be
much smaller than under bottom-up taxation
because they would be driven by much smaller
price increases.

Emissions reductions by primary metals
would be larger, driven by larger price increases
in the top-down system, but since its fuel inputs
are less price elastic than those of electric utilities,
its larger reductions here would not be enough
to compensate for the smaller reductions by elec-
tric utilities and total CO2 reductions would be
smaller under the top-down system than total re-
ductions in the bottom-up system. These differ-
ences are shown next in the simulation results.

19.3 The contrast between bottom-up and
top-down accounting of a carbon tax

To show the impacts of using different energy
and emission accounting approaches we simu-
late a carbon tax with IGEM. We show how a
tax on the price of coal has a very different effect
if placed on the average ton of coal supplied (the
top-down, supply-side method) or on the actual
tons purchased (the bottom-up, demand-side

method). We follow the methods used earlier
in Jorgenson et al. (2018a) so that readers have
a complete description and focus on the account-
ing comparisons here.

19.3.1 Model features summary

IGEM (version 17) is described in detail in Jor-
genson et al. (2013) and we summarize the main
features here. That version is based on the SIC
and we have now constructed a NAICS version
of IGEM (version 20) with updated annual
inputeoutput tables, 1960e2010. This updated
version is described in Jorgenson et al. (2018b).
It is a perfect foresight model with one capital
stock that is mobile across sectors. 36 sectors
are recognized including 6 energy, 15
manufacturing, and 12 service industries; this re-
flects the proportions of the modern US economy
more closely than typical models that have only
one or two service industries. Each industry may
make several commodities. Production is repre-
sented by a nested set of translog cost functions,
with a KLEM function at the top tier.6 The en-
ergy bundle consists of the six energy commod-
ities identifieddcoal, oil mining, gas mining,
electric utilities, gas distribution, petroleum
refining and coal products. There is Hicks-
neutral technical change which continues at his-
torical rates which means that the high TFP
growth sectors continue to experience a reduc-
tion in their relative prices in the projection
period. There is also biased technical change
which means that input prices affect the rate of
TFP growth. The estimates in Jorgenson et al.
(2013, Fig. 4.12) show that most industries have
energy-using technical change which means
that higher energy prices slow down TFP
growth.

6 KLEMdcapital (K), labor (L), energy (E), and materials (M)ddata sets and modeling originated in the 1970s. Berndt
and Wood (1975) estimated and analyzed a transcendental logarithmic (translog) KLEM production model of US
manufacturing. Hudson and Jorgenson (1974) pioneered the use of translog KLEMmodels of producer and consumer
behavior in their computable general equilibrium (CGE) of US structure and growth, the forerunner of IGEM.
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The household sector is represented at the top
tier by an aggregate Euler equation that deter-
mines aggregate full consumption and savings
in each period. Full consumption refers to the
aggregate of commodity consumption and lei-
sure. In the next tier, full consumption demand
is derived from household utility functions that
are consistently aggregated over different house-
hold types where different types are allowed to
have different full consumption baskets. The
utility function at this stage has nondurables,
services, capital services, and leisure as argu-
ments and it gives us price and income effects
of policy changes on these four bundles. A
nested set of indirect utility functions allocate
these top tier bundles to 36 consumption items;
these functions are estimated over aggregate
time series. The consumption items based on Na-
tional Account classifications are then bridged to
the 36 commodities of IGEM.

At the stage where we aggregate over
different demographic groups using data from
the Consumer Expenditure Survey there are
244 types of households cross-classified by re-
gion, number of children, number of adults, sex
and race of household head.7 Welfare for each
household type (a dynasty), Vd, is the present
value of the stream of utility derived from full
consumption. This welfare measure is mone-
tized by a dynastic expenditure function,
Ud({pt},Vd), that depends on the whole path of
prices and interest rates. The equivalent varia-
tion due to a policy change for each household
type is calculated from this intertemporal expen-
diture function. A social welfare function is
defined as an aggregate over these dynastic wel-
fare values; this function gives a measure of effi-
ciency and a measure of inequality.

Import demand is given by a translog price
function that treats imported and domestic vari-
eties as imperfect substitutes. IGEM is a 1-

country model and world relative prices (price
of good i relative to j) are assumed to change at
the same rate as changes in US total factor pro-
ductivity for each industry. The current account
balance is set exogenously and the current ac-
count equation is satisfied by adjusting the
terms-of-trade through an endogenous exchange
rate.

The government imposes taxes on capital and
labor income, sales, imports, property, and
wealth. Tax rates are calibrated to the revenue
projections of the Congressional Budget Office
(CBO, 2013). Government deficits are exogenous
and set to CBO (2013) and government purchases
(final demand) are endogenous in the base case
path. In policy cases, the real purchases are held
equal to the base case as explained below.

IGEM is an infinite horizon model; in the
implementation we find a date T such that the
transition path from the first period to T ends
up within a convergence bound of a separately
calculated steady state equilibrium. In practice,
this means that by 2130 the costate variable,
full consumption, is within a tolerance criterion
of the separately calculated steady state value.
We construct a smooth transition that is consis-
tent with projections of population, public
deficit, and other exogenous variables by
following official projections of population out
to 2060 and then holding it constant thereafter.
Government deficits follow CBO mid-term pro-
jections out for 10 years and then are set to taper
to zero by 2060. A similar treatment is given to
current account deficits. The productivity terms
in the production functions follow the estimated
trends and then are required to taper to zero
growth by 2060. This procedure gives the state
variables enough time (2060e2130) to converge
to their steady state values.

For the EMF 32 comparisons (Fawcett et al.,
2018) all models involvedwere asked to calibrate

7 The model of consumer behavior in the current NAICS version of IGEM (version 20) employs the data from the 2006
Consumer Expenditure Survey (CEX).
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the GDP growth and fossil fuel consumption to
the projections in EIA’s Annual Energy Outlook
2016 (AEO 2016). For comparison with those
runs, we follow the same calibration procedures
as described in Jorgenson et al. (2018a).

19.3.2 The carbon policies analyzed

We analyze a set of carbon tax policies, each
with the same path of taxes on CO2 emissions
but different revenue recycling options. These
policies are summarized in Table 19.3. The car-
bon tax starts at $25 per ton of CO2 in 2020 and
rises at 5% per year until 2050. All prices are
measured in 2010 dollars. After 2050 all tax rates
are at a steady-state level, constant relative to the
GDP deflator (i.e., the tax buys the equivalent
bundle of goods for all remaining years). Under
bottom-up accounting, the tax burden falls on
the inputs of fossil fuels for combustion for
everyonedresidential, commercial, industrial,
transportation, electric utility, and government
sectors. Exports are exempt from the carbon
tax. Under top-down accounting, the carbon
tax incidence is on fossil fuel suppliesddomestic
output plus importsdso that all uses including
feedstocks and exports share in its burden.

We simulate the carbon policy scenarios un-
der conditions of debt and deficit neutrality for
both government and the rest of the world. We
also assume that there are no border taxes or
other restrictions on all commodity trade flows,
energy-intensive or otherwise. Carbon tax re-
ceipts are recycled back to the private sector
through tax swaps that preserve the real pur-
chases of the government in the base case
path.8 We employ three common recycling
mechanisms to illustrate the range of effectsd
lump sum redistribution, capital tax rate reduc-
tions, and labor tax rate reductions.

IGEM distinguishes between taxes on capital
income, on property and on wealth (estate
taxes). The corporate income tax system and
the personal income tax system are combined
into one average tax rate for capital income in
this version. The capital tax cut option cuts
only the tax on capital income. The model in-
cludes separate variables for the average tax on
labor income and marginal tax on labor income.
The price of leisure depends on the marginal tax
rate while revenue and disposable income de-
pends on the average rate. In the labor tax cut
option, we cut both average and marginal rates
in a consistent fashion.

TABLE 19.3 Carbon tax scenarios ($(2010) per metric ton CO2).

Tax in 2020 Growth rate

Transition to steady state

Year Tax

$25 @ 5% $25.00 5.00% 2050 $108.05

Revenue recycling scenarios

Lump sum Lump sum rebate to households, equal rebate per capita

Capital Cut tax on capital income (property and wealth taxes unchanged)

Labor Cut tax on labor income (change both average and marginal rates)

8 This constraint limits the amount of carbon tax revenue that can be recycled and does have general equilibrium
consequences in terms of governments’ claims on the economy. The revenue “haircut” is discussed in detail in Jor-
genson et al. (2018a).
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A lump sum distribution may be implemented
in many ways; some proposals call for an equal
per-capita payment, others include a special treat-
ment for the poorest households. The simplest
policy to simulate is a transfer that adds to aggre-
gate disposable income which is a straightfor-
ward matter in a model with only one
aggregate household. In a model with different
households, such a transfer would be equivalent
to giving each household a sum proportional to
their current incomes. We choose a more compli-
cated implementation which gives the same sum
per-capita; households of different sizes receive
different distributions, but rich and poor house-
holds of a given type get the same sum.

The carbon tax is a unit tax (as opposed to an
ad valorem tax) and we represent it as a txuCO2;t

tax per ton of CO2. The subscript CO2 for tx de-
notes that the externality tax is for carbon diox-
ide, the model allows for other externality taxes
such as SO2 taxes. Recall that emissions are given
by Eq. (19.15) where the emissions coefficient
qCO2
it is multiplied byQSit orAA, the constant dol-
lar variables. The price PSit is normalized to 1 in
the base year 2005, and so the carbon tax is
txuCO2;tq

CO2
it per unit of QSit (per billion $2005) in

the top-down system. The revenue from this
tax is txuCO2;tq

CO2
it QSit dollars.

In the top-down accounting system the carbon
thus tax raises the price of output of industry i,
in addition to existing sales taxes (ttit), to:

PIttit ¼ ð1þ ttitÞPIit þ txuCO2;tq
CO2
it

i ¼ coal; oil mining; gas mining
(19.16)

The tax is also placed on the imports of i,
which has an emission coefficient of qM;CO2

it :

PMit ¼ ð1þ tritÞPM�
it þ txuCO2;tq

M;CO2
it

i ¼ coal; oil mining; gas mining
(19.17)

Eqs. (19.16) and (19.17) give us the buyer’s pri-
ces corresponding to those in Eq. (19.1) giving
the total supply price, PS. Every industry which

buys fuel i faces the same percentage change in
price when the carbon tax is imposed:

txuCO2;tq
CO2
it

.
PSit.

In the bottom-up accounting system the price
paid by buyer j for fuel input i is given by an
industry-specific emissions coefficient:

PBijt ¼ PSit þ txuCO2;tq
CO2
ijt j ¼ 1; ...;n;C; I;G;X

(19.18)

where PSit is the supply price of i that includes
only the existing sales tax and tariffs. In this
case the percentage change in input price is

txuCO2;tq
CO2
ijt

.
PSit which differs by industry of use.

19.3.3 Emissions and fossil fuel impacts

We begin our discussion of the different simu-
lated impacts of the two accounting systems by
describing the carbon tax rates and CO2 emission
targets. There are two distinct issues: one is the
choice of the emission equation, Eq. (19.15a) or
Eq. (19.15b), and the other is the implementation
of the tax, Eq. (19.16) or Eq. (19.18). Table 19.4
shows the cumulative 2015e50 CO2 emissions
from fossil fuel combustion in gigatonnes
(GtCO2) for the three recycling cases under (1)
bottom-up and top-down accounting (the two
columns), and (2) bottom-up and top-down tax
incidence (the two rows).

Over the period from 2015 through 2050 the
cumulative emissions in the base case is 194 Gt.
Consider first the figures in bold. In the lump
sum redistribution case, there is a 21% reduction
under the bottom-up tax equation (and bottom-
up emission accounting) but only as 12% reduc-
tion under the top-down tax system. The capital
tax cut and labor tax cut cases have similar
differences between the bottom-up and top-
down tax systems, �21% versus �11%. Clearly,
measuring and taxing emissions according to
their actual attribution as opposed to an
economy-wide average achieves greater
abatement.
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Of equal interest are the off-diagonal elements
in Table 19.4dthe situations in which carbon is
priced bottom-up while emissions are measured
top-down and vice versa. In each case, we see
emissions levels and their percentage reductions
approximately equal to those arising from top-
down measurement and top-down taxation.
Only the bottom-upebottom-up pairing yields
greater abatement. This indicates that it is less
about the aggregates of fossil fuel demands
and supplies but more about their compositions
in explaining the differences between bottom-up
and top-down.

The evidence in Table 19.5 confirms this
composition effect. Here, we show the changes
in fossil fuel quantities demanded by the major
sectors corresponding to the EIA groups (residen-
tial including household transportation,

commercial, industrial, commercial transporta-
tion, electric utilities), and the change in the total
quantity supplied by domestic producers and
imports.9 We report these changes for a single
year, 2050, the year in which the carbon tax rea-
ches its peak. In the bottom-up system, we see
that the high tax on coal for electric utilities (tax
per dollar of coal input) reduce its consumption
by about 56%, whereas the lighter tax rate on in-
dustrial coal reduces their coal use by only 17%
e19% in all three recycling options (recall the
different emissions per dollar of coal in Ta-
ble 19.2). The carbon tax virtually eliminates the
small amount of commercial coal use. When
emissions coefficients are economy-wide aver-
ages and the carbon tax is imposed top-down,
the reductions in coal by electric utilities and com-
merce are far less than in the bottom-up columns,

TABLE 19.4 Cumulative CO2 emissions from fossil fuel combustion, 2015e50 gigatonnes
(billion metric tons) CO2, GtCO2.

Scenario title

Bottom-up emissions accounting Top-down emissions accounting

GtCO2 GtCO2

Base case 194.4 % From base 194.4 % From base

Lump sum redistribution

Bottom-up tax incidence 152.8 �21.4% 170.3 �12.4%

Top-down tax incidence 171.4 �11.8% 170.9 �12.1%

Capital tax recycling

Bottom-up tax incidence 153.7 �20.9% 171.8 �11.6%

Top-down tax incidence 172.6 �11.2% 172.6 �11.2%

Labor tax recycling

Bottom-up tax incidence 154.0 �20.8% 171.7 �11.7%

Top-down tax incidence 173.2 �10.9% 172.4 �11.3%

Note: Bottom-up tax incidence uses Eq. (19.18); top-down tax uses Eq. (19.16).

9 The fossil fuel demands exclude inventory changes and exports, while the supplies refer to commodity supplies
which are distinct from industry output; the Make (Supply) matrix is not diagonal, especially for the oil and gas
industries.
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TABLE 19.5 Contrasting fossil fuel quantities in a bottom-up versus a top-down system
(percent change from base case, 2050).

Coal Petroleum Natural gas

Bottom-up Top-down Bottom-up Top-down Bottom-up Top-down

Lump sum recycling

Fuel demands by major groups

Residential �23.0% �9.9% �8.5% �11.5%

Commercial �98.7% �65.1% �1.8% �7.6% �9.1% �10.8%

Industrial �19.2% �34.5% �11.6% �11.4% �12.9% �19.4%

Transportation �22.3% �11.1% �55.1% �9.0%

Electric utilities �55.8% �30.4% 91.0% 9.0% �43.1% �12.9%

Total �31.4% �33.2% �11.5% �9.6% �15.8% �15.7%

Industry supplies �31.3% �33.8% �11.3% �9.5% �16.0% �16.3%

Capital tax recycling

Fuel demands by major groups

Residential �22.9% �9.6% �8.2% �11.2%

Commercial �98.7% �66.2% �1.7% �7.4% �9.0% �10.7%

Industrial �16.8% �32.3% �10.0% �9.4% �12.1% �18.5%

Transportation �21.5% �9.9% �54.8% �8.0%

Electric utilities �55.6% �29.7% 92.9% 9.8% �42.9% �12.5%

Total �29.7% �31.5% �10.8% �8.6% �15.3% �15.0%

Industry supplies �29.6% �32.1% �10.5% �8.5% �15.5% �15.7%

Labor tax recycling

Fuel demands by major groups

Residential �21.2% �6.8% �6.9% �9.6%

Commercial �98.7% �65.6% �0.4% �6.1% �8.4% �10.0%

Industrial �17.2% �33.0% �9.6% �8.9% �11.4% �17.9%

Transportation �20.9% �8.7% �54.8% �7.0%

Electric utilities �55.6% �29.3% 96.7% 11.5% �42.9% �11.7%

Total �29.9% �31.8% �9.7% �7.2% �14.6% �14.2%

Industry supplies �29.9% �32.5% �9.5% �7.1% �14.9% �15.0%
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in the ranges of 30% and 66%, respectively, while
industrial reductions are far greater, in the 30%
range.

In the case of petroleum under bottom-up ac-
counting, we see that the high carbon tax rate
(tax per dollar of petroleum products) for com-
mercial transportation and households reduces
their consumption by more than 20%, whereas
the lower tax rate for industrial users only re-
duces their use by 10%e12%. Interestingly, the
small amount of petroleum use by electric utili-
ties almost doubles. In the top-down scheme,
the percentage reductions in petroleum use are
much more uniform across the residential, com-
mercial, industrial, and transportation sectors,
and they are more in line with the reductions
in total demands, Also, the substitution of petro-
leum for coal and gas by electric utilities is
greatly diminished.

For natural gas under bottom-up accounting,
electric utilities and transportation get the cheap-
est gas and thus the higher tax burden reduces
gas use by 55% and 43%, respectively, whereas
households, commerce, and industry buying
more expensive gas reduce their use by only 7%
e13% among the three recycling options. When
measuring and taxing top-down, the demand re-
ductions again are more uniform with reductions
in the 10%e19% range for households, com-
merce, and industry and in the 7%e13% range
for electric utilities and transportation.

Next, we compare these changes in demands
by the various sectors with the changes in total
supplies in the rows marked “industry sup-
plies.” With aggregate coal reductions in the
30%e34% range for the three recycling options,
aggregate petroleum reductions of 7%e12%,
and aggregate gas reductions of 14%e16%, it is

clear that variations in changes of sector de-
mands greatly exceed changes in their totals;
there are substantial composition effects that
distinguish bottom-up from top-down.

19.3.4 Economic impacts

Table 19.6 summarizes the macroeconomic
consequences of taxing carbon under the two ac-
counting and tax schemes and the three recycling
options.10 Within a given recycling policy, there
are common qualitative outcomes bottom-up
and top-down. Capital tax reductions lower the
user cost of capital. These favor saving, invest-
ment, and leisure over consumption and labor
supply. The result is a double dividend in overall
production and spending, i.e., real GDP changes,
averaging þ0.2% bottom-up and þ0.5% top-
down.11 Labor tax reductions have a cost-price
diminution effectdby lowering the pretax wages
paid by industries, production costs, and, hence,
output prices, fall. With a fixed after-tax nominal
wage, this yields an increase in real wages which
favors consumption and labor supply over
saving, investment, and leisure. On average, the
real GDP effects are minimal, averaging minus
0.1% bottom-up and plus 0.1% top-down. With
lump sum redistributions, there are no relative
price effects from recycling; there are only income
effects. Here, the trade-off is between consump-
tion, saving, and leisure as households substitute
the latter for less labor income at the expense of
saving and, to a lesser extent, consumption. The
losses in real GDP under lump sum average
1.2% in both accounting schemes.

The major differences between bottom-up and
top-down relate to consumption and trade. The
size of the adjustments in exports and imports is

10 The mechanisms and details of the adjustments to carbon pricing are discussed thoroughly in Jorgenson et al.
(2018a) and are not repeated here. Our emphasis here is on the model outcomes that differ between the bottom-up and
top-down emissions modeling and tax incidence.
11 Jorgenson et al. (2018a) discuss the few cases where a double dividend arises; at higher carbon prices there is no
GDP gain.
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similar in the cases of bottom-up compared to the
bigger adjustments for exports in top-down. This
result is consumption bearing a bigger burden of
the GDP change in the bottom-up case, whereas,
top-down, the bigger reductions in exports
absorb more of the GDP change and consump-
tion has smaller changes. The impacts on the
terms-of-trade, i.e., the exchange rate, are key to
explaining these patterns (a negative change is
an appreciation). Preserving rest-of-world debt
neutrality under bottom-up conditions requires
the dollar to depreciate by an average of 1.0%
with lump sum recycling and 0.8% with capital
tax reductions, but an appreciation of 1.1% under
the labor tax option. In the top-down scheme, the
dollar appreciates under all recycling options by
an average of 0.5% under lump sum redistribu-
tion, 0.6% with capital tax reductions, and 2.8%
under labor tax recycling. To understand the
forces at work here, we turn to prices.

The consequences of carbon taxation and rev-
enue recycling are price driven. Under
top-down accounting, the domestic and im-
ported supplies from gas mining, coal mining,
gas utilities, and refined petroleum are directly
taxed at their economy-wide average rates
(again, recall Table 19.2). No buyer can avoid
the resulting price shock; inventory valuations
and feedstock and export purchasers all are
affected. Under bottom-up accounting, only
selected users of gas mining, coal mining, gas
utilities, and refined petroleum supplies are
directly taxed, at their respective rates of emis-
sions. Table 19.7 shows the direct and indirect
effects of carbon taxation on the prices to buyers
under the bottom-up and top-down pairings
averaged over the period 2015e50. Table 19.8
shows these same effects on the prices to foreign
buyers but only for 2050, the year of peak car-
bon taxation.

TABLE 19.6 Contrasting macroeconomic impacts of a CO2 price in a bottom-up versus a top-down system.

Bottom-up emissions accounting Top-down emissions accounting

Lump sum Capital tax Labor tax Lump sum Capital tax Labor tax

Cumulative CO2, 2015e50;

Percent change from base case �21.4 �20.9 �20.8 �12.1 �11.2 �11.3

Average percent change from base, 2015e50

GDP �1.2 0.2 �0.1 �1.2 0.5 0.1

Consumption �1.0 �0.5 0.3 �0.5 0.1 1.0

Investment �2.1 1.3 �0.8 �2.0 2.2 �0.5

Government 0.0 0.0 0.0 0.0 0.0 0.0

Exports �2.4 �0.2 �1.4 �3.6 �1.0 �2.5

Imports �2.3 �0.7 �1.2 �1.2 0.9 0.2

Capital stock �1.2 0.9 �0.7 �1.1 1.4 �0.6

Labor demand and supply �0.8 �0.1 0.7 �0.9 �0.1 0.9

Leisure demand 0.3 0.1 �0.3 0.4 0.0 �0.4

Full consumption �0.1 0.0 �0.1 0.1 0.2 0.0

Exchange rate (terms-of-trade) 1.0 0.8 �1.1 �0.5 �0.6 �2.8
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TABLE 19.7 Contrasting price effects to buyers of a CO2 price in a bottom-up versus a top-down system (average
percent change from base case, 2015e50).

Bottom-up emissions accounting Top-down emissions accounting

Lump sum Capital tax Labor tax Lump sum Capital tax Labor tax

1 Agriculture 1.1 0.4 �0.8 0.8 0.0 �1.4

2 Oil mining �1.9 �1.9 �3.4 �2.1 �2.1 �3.8

3 Gas mining 2.9 2.8 1.5 2.3 2.3 0.8

4 Coal mining 32.3 31.1 30.2 41.0 40.0 38.7

5 Nonenergy mining 1.4 0.9 �0.5 1.5 0.9 �0.7

6 Electric utilities 11.6 10.9 9.8 5.0 4.1 3.0

7 Gas utilities 11.2 10.6 9.5 12.6 11.9 10.7

8 Water and wastewater 0.6 �0.1 �1.3 0.5 �0.4 �1.7

9 Construction 0.7 0.4 �1.4 0.6 0.2 �1.8

10 Wood and paper 1.4 0.9 �0.6 1.0 0.4 �1.2

11 Nonmetal mineral products 1.9 1.4 �0.2 1.6 1.1 �0.8

12 Primary metals 1.9 1.6 �0.1 3.7 3.2 1.3

13 Fabricated metal products 1.0 0.5 �1.1 1.0 0.5 �1.4

14 Machinery 1.0 0.5 �1.0 0.6 0.0 �1.7

15 Information technology equipment 0.8 0.5 �1.3 0.0 �0.4 �2.4

16 Electrical equipment 0.8 0.4 �1.2 0.2 �0.2 �2.1

17 Motor vehicles and parts 1.0 0.7 �1.1 0.4 0.1 �1.9

18 Other transportation equipment 0.8 0.3 �1.3 0.5 �0.1 �1.9

19 Miscellaneous manufacturing 0.8 0.4 �1.3 0.2 �0.2 �2.1

20 Food, beverage, tobacco 1.1 0.5 �0.9 0.7 0.0 �1.5

21 Textiles, apparel, leather 1.0 0.7 �1.1 �0.2 �0.4 �2.5

22 Printing and related 0.7 0.2 �1.4 0.5 �0.1 �1.9

23 Petroleum and coal products 8.9 8.6 7.2 7.0 6.7 5.1

24 Chemicals, rubber, plastics 1.1 0.6 �0.8 0.9 0.2 �1.4

25 Wholesale trade 0.5 0.0 �1.5 0.5 �0.2 �1.8

26 Retail trade 0.5 0.0 �1.5 0.4 �0.2 �2.0

27 Transportation, warehousing 2.5 2.0 0.4 1.0 0.4 �1.3

28 Publishing, broadcast, telecom. 0.5 �0.2 �1.4 0.4 �0.5 �1.8

29 Software, IT services 0.5 0.1 �1.5 0.4 �0.2 �2.0
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If the exchange rate is key to understanding
the trade and consumption differences between
bottom-up and top-down, then export prices
(Table 19.8) are the keys to understanding the
weakening or strengthening of the dollar. In
IGEM, the oil and gas mining industries are
modeled under the resource limitations of fixed
capital stocks yielding upward sloping supply
curves. When demand and output falls, domes-
tic unit production costs fall. Under the
bottom-up treatment, domestic oil and gas pro-
duction decline more than in the top-down
case. More importantly, fossil fuel export prices
are sheltered from the carbon tax in the
bottom-up system. Thus, export prices for oil
and gas mining and finished gas and petroleum
products all decline as domestic (seller) prices
fall. Export prices for coal increase slightly due
to general equilibrium effects while electricity
export prices rise dramatically as a result of the
heavier carbon tax burden this sector incurs for
its fossil fuel use. Under bottom-up accounting
nonenergy export prices increase slightly more
compared to top-down accounting in all sectors
and recycling options, except for primary metals

and nonenergy mining under lump sum recy-
cling. To maintain the base case trade balance,
these changes in export prices require the dollar
to weaken under lump sum and capital tax recy-
cling, and strengthen under labor taxes
recycling.12

Under the top-down pairing, the export prices
for coal, oil, and gas increase significantly
because they are taxed upstream, but the export
prices for most manufactures rise by less than in
the bottom-up case. (An exception is that the
export price for primary metals rises signifi-
cantly because it bears the burden of a heavier
tax on coal.) The small benefits of slightly smaller
increases in nonenergy export prices under top-
down do not compensate the large price increase
for energy exports, which are among IGEM’s
most expensive export commodities. In the
bottom-up case the dollar has to weaken to
compensate for the higher prices of nonenergy
exports under lump sum and capital tax recy-
cling and strengthen slightly when reducing la-
bor taxes. In the top-down pairing, the dollar
must strengthen in all three recycling mecha-
nisms. This appreciation (improvement in the

TABLE 19.7 Contrasting price effects to buyers of a CO2 price in a bottom-up versus a top-down system (average
percent change from base case, 2015e50).dcont'd

Bottom-up emissions accounting Top-down emissions accounting

Lump sum Capital tax Labor tax Lump sum Capital tax Labor tax

30 Finance and insurance 0.5 �0.2 �1.4 0.4 �0.5 �1.8

31 Real estate and leasing 0.7 �0.4 �1.0 0.6 �0.7 �1.4

32 Business services 0.4 �0.1 �1.7 0.4 �0.2 �2.0

33 Educational services 0.5 0.0 �1.5 0.6 0.0 �1.7

34 Health care, social assistance 0.5 0.0 �1.6 0.4 �0.2 �2.0

35 Accommodations and other services 0.6 0.1 �1.4 0.5 �0.1 �1.9

36 Other government 0.5 0.0 �1.5 0.6 0.0 �1.8

12 Recall that labor tax reductions lower unit prices making US goods and services more competitive internationally.
Maintaining the current account therefore necessitates a stronger dollar.
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TABLE 19.8 Contrasting price effects to foreign buyers of a CO2 price in a bottom-up versus a top-down system
(percent change from base case 2050).

Bottom-up emissions accounting Top-down emissions accounting

Lump sum Capital tax Labor tax Lump sum Capital tax Labor tax

1 Agriculture 2.3 1.0 �1.3 1.9 0.2 �2.5

2 Oil mining �6.1 �6.3 �8.1 �5.4 �5.6 �7.7

3 Gas mining �14.1 �14.4 �16.2 4.7 4.4 2.1

4 Coal mining 3.7 2.3 0.1 54.2 52.4 49.7

5 Nonenergy mining 2.9 1.8 �0.8 3.0 1.7 �1.5

6 Electric utilities 19.7 18.3 16.0 8.0 6.4 3.8

7 Gas utilities �1.7 �2.8 �4.8 23.9 22.5 20.0

8 Water and wastewater 1.3 0.0 �2.4 1.0 �0.5 �3.5

9 Construction 1.4 0.7 �2.5 1.2 0.4 �3.6

10 Wood and paper 2.9 1.8 �0.8 2.3 0.9 �2.2

11 Nonmetal mineral products 3.7 2.8 �0.1 3.3 2.3 �1.3

12 Primary metals 3.9 3.1 0.2 7.9 6.9 3.3

13 Fabricated metal products 1.6 0.6 �2.2 2.2 1.0 �2.5

14 Machinery 2.1 1.0 �1.6 1.9 0.5 �2.7

15 Information technology equipment 1.2 0.1 �2.5 0.9 �0.4 �3.7

16 Electrical equipment 1.4 0.4 �2.3 1.3 0.1 �3.3

17 Motor vehicles and parts 2.0 1.0 �1.8 1.7 0.6 �2.9

18 Other transportation equipment 1.5 0.5 �2.3 1.2 0.0 �3.5

19 Miscellaneous manufacturing 1.6 0.6 �2.1 1.2 0.0 �3.4

20 Food, beverage, tobacco 2.2 1.0 �1.5 1.6 0.2 �2.9

21 Textiles, apparel, leather 2.0 1.1 �1.8 1.2 0.1 �3.4

22 Printing and related 1.2 0.3 �2.6 0.9 �0.2 �3.8

23 Petroleum and coal products �1.2 �2.0 �4.0 12.2 11.2 8.7

24 Chemicals, rubber, plastics 2.3 1.0 �1.3 2.3 0.8 �2.1

25 Wholesale trade 1.1 0.1 �2.7 0.9 �0.3 �3.7

26 Retail trade 1.1 0.1 �2.7 0.8 �0.5 �3.9

27 Transportation, warehousing 4.6 3.7 0.8 1.9 0.9 �2.7

28 Publishing, broadcast, telecom. 1.1 �0.2 �2.5 0.9 �0.7 �3.6

29 Software, IT services 1.0 0.2 �2.8 0.8 �0.2 �3.9
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terms-of-trade) leads to the bigger reductions in
export quantities and the expected smaller re-
ductions or actual increases in import quantities
in the top-down case.

Table 19.9 shows the effects of carbon taxation
on domestic industry output. These are most
influenced by the changes in buyers’ prices (Ta-
ble 19.7). In the lump sum case using bottom-
up accounting, we see that the more expensive
energy reduces coal output by 23.7% (averaged
over 2015e50), petroleum products by 7.0%,
gas mining by 9.7%, and gas utilities by 8.7%.
The higher fuel prices underlying these effects
lead to higher electricity prices and electric utili-
ties output falls by 7.7%. The output of energy-
intensive industries falls by much more than
the other industries; nonmetallic mineral prod-
ucts (�3.9%), primary metals (�3.8%) and trans-
portation (�4.6%) versus printing (�0.7%), food
manufacturing (�1.1%), IT hardware (�1.3%)
and software (�1.4%), finance (�1.0%), and
health care (�0.6%). While all sectors except ed-
ucation experience output reductions, there is a
slight bias that favors consumption-related
industries.

The industry restructuring for the capital and
labor tax recycling options shows patterns of re-
sponses that clearly reflect their respective incen-
tives. Capital tax reductions promote

construction, machinery, IT hardware and soft-
ware, electrical equipment, motor vehicles, and
real estate over such industries as food, textiles,
health care, and accommodations. Labor tax
recycling has the opposite effects.

For each recycling option, we observe the
following when comparing bottom-up to top-
down. Refined petroleum output declines more
bottom-up than it does top-down as households
and transportation bear a larger tax burden rela-
tive to commerce and industry. Oil mining as its
supplier and transportation as its primary con-
sumer show consistent behaviors. On the other
hand, chemicals output falls more top-down as
it is a large consumer of petroleum and gas prod-
ucts and is taxed more heavily when the tax is
based on the economy-wide average emissions
rate.

Gas mining output declines more bottom-up
while gas utilities declines more top-down.
This aligns with the findings in Table 19.6. The
gas mining industry supplies heavy industry,
electric utilities, and transportation while gas
utilities supply residential, commercial, and light
industry users. Under bottom-up, the heavier tax
burden falls on gas mining consumers while, un-
der top-down, it falls on gas utility consumers.

Reductions in electric utilities output are
larger bottom-up than top-down, whereas the

TABLE 19.8 Contrasting price effects to foreign buyers of a CO2 price in a bottom-up versus a top-down system
(percent change from base case 2050).dcont'd

Bottom-up emissions accounting Top-down emissions accounting

Lump sum Capital tax Labor tax Lump sum Capital tax Labor tax

30 Finance and insurance 1.1 �0.2 �2.6 0.9 �0.7 �3.6

31 Real estate and leasing 1.5 �0.4 �2.0 1.2 �1.1 �3.1

32 Business services 0.8 �0.1 �3.0 0.8 �0.3 �4.0

33 Educational services 1.1 0.2 �2.7 1.2 0.2 �3.6

34 Health care, social assistance 1.0 0.2 �2.8 0.8 �0.3 �3.9

35 Accommodations and other services 1.3 0.4 �2.5 1.0 �0.1 �3.7

36 Other government 1.1 0.2 �2.7 1.1 0.0 �3.5
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TABLE 19.9 Contrasting domestic industry output effects of a CO2 price in a bottom-up versus a top-down system
(Average percent change from base case, 2015e50).

Bottom-up emissions accounting Top-down emissions accounting

Lump sum Capital tax Labor tax Lump sum Capital tax Labor tax

1 Agriculture �1.5 �0.8 0.0 �1.5 �0.6 0.2

2 Oil mining �4.5 �4.2 �3.8 �3.6 �3.2 �2.8

3 Gas mining �9.7 �9.4 �9.2 �8.3 �7.9 �7.8

4 Coal mining �23.7 �22.1 �23.3 �24.1 �22.6 �23.8

5 Nonenergy mining �2.8 0.5 �1.6 �2.1 1.8 �0.8

6 Electric utilities �7.7 �7.2 �6.6 �4.8 �4.2 �3.6

7 Gas utilities �8.7 �8.0 �7.9 �9.9 �9.1 �9.0

8 Water and wastewater �2.6 �2.4 �1.4 �1.6 �1.3 �0.2

9 Construction �1.8 0.6 �0.6 �1.8 1.2 �0.4

10 Wood and paper �2.6 �0.9 �1.4 �2.4 �0.4 �1.1

11 Nonmetal mineral products �3.9 �1.9 �2.8 �3.8 �1.3 �2.6

12 Primary metals �3.8 �1.3 �2.8 �8.0 �5.1 �7.0

13 Fabricated metal products �2.2 0.1 �1.1 �3.0 �0.3 �1.8

14 Machinery �2.4 0.7 �1.2 �2.6 1.2 �1.3

15 Information technology equipment �1.3 0.9 �0.3 �1.6 1.1 �0.5

16 Electrical equipment �1.5 1.1 �0.4 �1.7 1.5 �0.5

17 Motor vehicles and parts �2.4 0.5 �1.1 �2.4 1.1 �1.0

18 Other transportation equipment �1.1 0.5 �0.4 �1.5 0.5 �0.6

19 Miscellaneous manufacturing �1.7 1.0 �0.3 �2.0 1.3 �0.5

20 Food, beverage, tobacco �1.1 �0.8 0.7 �0.8 �0.5 1.2

21 Textiles, apparel, leather �1.7 �0.9 0.1 �1.3 �0.3 0.8

22 Printing and related �0.7 0.3 0.5 �0.7 0.6 0.7

23 Petroleum and coal products �7.0 �6.5 �6.1 �5.7 �5.1 �4.6

24 Chemicals, rubber, plastics �2.0 �0.4 �0.7 �2.7 �0.7 �1.3

25 Wholesale trade �1.1 0.5 0.5 �1.4 0.5 0.3

26 Retail trade �1.3 0.4 0.5 �1.1 0.9 0.9

27 Transportation, warehousing �4.6 �3.4 �3.3 �2.7 �1.3 �1.3

28 Publishing, broadcast, telecom. �0.9 0.4 0.2 �0.8 0.8 0.5

29 Software, IT services �1.4 0.9 �0.3 �1.5 1.3 �0.3
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reverse holds for primary metals. When account-
ing and taxing bottom-up, the electric sector
faces steep price increases for its fossil fuel use
which, in turn, lead to larger price increase
than occur top-down. These then result in larger
electricity demand reductions. For primary
metals, the relatively cheaper electricity and
gas top-down versus bottom-up are not enough
to compensate the much heavier tax burden the
industry experiences for their coal use. This
also helps explain the slightly larger reductions
in domestic coal production top-down as
compared to bottom-up.

Finally, except for primary metals, the
bottom-up pairing leaves nonenergy output los-
ses (gains) slightly larger (smaller) than their
counterparts under the top-down pairing, again
for a given recycling option. For example, food,
retail trade and health care decline more (lump
sum and capital tax) and rise less (labor tax)
when comparing bottom-up to top-down.

The differences in the effects of top-down
versus bottom-up accounting are large as we
noted above but are not very different across
the three recycling options. In Table 19.9 we
see that the reduction in the output of electric
utilities under the bottom-up system are 7.7%,
7.2%, and 6.6% under lump sum, capital tax,
and labor tax cut, respectively. Under the top-

down system the reductions are much lower
but correspondingly similar: 4.8%, 4.2%, and
3.6%. The similarity of effects within an account-
ing scheme is not surprising since the same
mechanisms are at work using the same relative
prices of coal, petroleum, and gas appropriate to
each scheme. The differences across accounting
schemes depend on whether the relative prices
to different buyers are the same (top-down) or
different (bottom-up).

These same reasons apply to other industries.
For example, under bottom-up accounting, pri-
mary metals output falls by averages of 3.8%,
1.3%, and 2.8% and transportation by averages
of 4.6%, 3.4%, and 3.3%. The differences in the
top-down system reflect the differences in effec-
tive carbon tax rates to each. For primary metals
where its coal use is taxed more heavily top-
down, the percentage losses average 8.0%,
5.1%, and 7.0%, i.e., the losses are greater. For
transportation where its petroleum use is taxed
more heavily bottom-up, the average percentage
losses top-down are 2.7%, 1.3%, and 1.3%, i.e.,
the losses are smaller.

19.3.5 Welfare effects

The inclusion of demographic detail in
IGEM’s model of aggregate consumer behavior

TABLE 19.9 Contrasting domestic industry output effects of a CO2 price in a bottom-up versus a top-down system
(Average percent change from base case, 2015e50).dcont'd

Bottom-up emissions accounting Top-down emissions accounting

Lump sum Capital tax Labor tax Lump sum Capital tax Labor tax

30 Finance and insurance �1.0 �0.2 0.2 �0.8 0.1 0.5

31 Real estate and leasing �1.3 0.8 �0.7 �1.2 1.3 �0.6

32 Business services �1.4 �0.2 �0.2 �1.4 0.1 0.1

33 Educational services 0.4 0.4 0.8 0.2 0.2 0.6

34 Health care, social assistance �0.6 �0.6 0.8 �0.2 �0.3 1.4

35 Accommodations and other services �1.1 �1.1 0.3 �0.6 �0.7 1.0

36 Other government �0.1 0.0 0.0 �0.1 0.0 0.0
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broadens, enriches, and informs our discussions
of policy. We first focus on household welfare
and the policy impacts by demographic attri-
bute. Here, we compute equivalent variations
(changes measured at base case prices) in life-
time full wealth and expendituredgoods, ser-
vices, and leisuredfor 244 household types
defined by family size (numbers of children
from 0 to 3þ and numbers of adults from 1 to
3þ), region of residence (Northeast, Midwest,
South, or West), race of head (nonwhite or
white), sex of head (female or male), and house-
hold location (rural or urban). Table 19.10 shows
the population-weighted average results by de-
mographic group for the two accounting and
tax schemes and the three revenue recycling
options.13

We note that within an accounting scheme,
capital tax recycling is most favorable for house-
holds and lump sum redistributions are least
favorable to households with the effects of labor
tax reductions lying in between. The effects are
small. The largest average welfare cost is 0.70%
of household full wealth occurring under
bottom-up accounting with lump sum recycling.
The largest average welfare gain is 1.49% of full
wealth occurring under the top-down-lump sum
pairing.

Under lump sum recycling, some households
experience welfare gains, but generally there are
costs no matter the accounting scheme. Bottom-
up, the welfare gains are smaller and the welfare
costs are larger than under top-down accounting
and taxation. Under capital tax recycling, there
are welfare costs bottom-up but welfare gains
top-down, i.e., there is a double dividend in the
top-down option. Under labor tax recycling,
there are welfare costs bottom-up and some
households are adversely affected under top-
down as well, although not as much. Generally,

however, labor tax recycling is welfare beneficial
top-down.

Under lump sum recycling, there are consis-
tencies in the rankings of outcomes by demo-
graphic group across the two accounting
methods. In both schemes, rural households
fare better than urban ones, households headed
by females or nonwhites fare better than their
counterparts, and those in the South fare best fol-
lowed by those in the Midwest, the Northeast
and, lastly, theWest. When there are no children,
larger households fare better than smaller ones.
For households with one or two children, single
adult households fare best followed by those
with three or more adults and, lastly, two adult
households. The lone reversal across the two ac-
counting schemes occurs for households with
three or more children. Under bottom-up, single
adult households fare better than those with
three or more adults who, in turn, fare slightly
better than those with two adults. However, un-
der top-town, for households with three or more
children, the strictly fewer adults, the better.

With capital tax recycling, there again are con-
sistencies in the demographic rankings. For re-
gion and location, the patterns are the reverse
of those under lump sum. Here, in both the
bottom-up and top-down worlds, urban house-
holds fare better than rural ones and the regional
ranking from best to worst is West, Northeast,
Midwest, and, lastly, South. The reversals under
capital tax recycling come when considering
family size, race, and gender. Moreover, these
appear dependent on whether there are welfare
costs or welfare benefits. Under bottom-up, there
are welfare costs. Larger households fare better
than smaller ones, households headed by males
fare better than those headed by females, and
those headed by nonwhites fare better than those
headed by whites. Under top-down, there are

13 While the emissions, energy, and economic details focus on the policy period, 2015e50, individual, household, and
social welfare are determined for an infinite horizon, with a small weight for distant years given our rate of time
preference.
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welfare benefits and these patterns are the exact
opposites. Now, it is the smaller, female-headed
and white-headed households that do better.

When labor taxes are reduced, the demo-
graphic consistencies relate to family size, race,
and gender. Under both accounting schemes

TABLE 19.10 Contrasting household welfare effects of a CO2 price in a bottom-up versus a top-down system
(change from base case lifetime full expenditure).

Bottom-up emissions accounting Top-down emissions accounting

Lump sum Capital tax Labor tax Lump sum Capital tax Labor tax

Children, adults per household

3þ, 3þ 0.030% �0.036% �0.204% 0.204% 0.131% �0.065%

2, 3þ �0.133% �0.033% �0.192% 0.012% 0.138% �0.050%

1, 3þ �0.309% �0.019% �0.198% �0.213% 0.138% �0.072%

0, 3þ �0.461% 0.004% �0.203% �0.421% 0.139% �0.104%

3þ, 2 0.020% �0.044% �0.168% 0.226% 0.158% 0.012%

2, 2 �0.191% �0.035% �0.158% �0.028% 0.166% 0.021%

1, 2 �0.379% �0.027% �0.161% �0.261% 0.165% 0.006%

0, 2 �0.580% �0.007% �0.165% �0.522% 0.166% �0.021%

3þ, 1 1.029% �0.071% �0.119% 1.493% 0.192% 0.135%

2, 1 0.336% �0.061% �0.106% 0.667% 0.203% 0.149%

1, 1 �0.202% �0.046% �0.111% 0.011% 0.206% 0.128%

0, 1 �0.701% �0.026% �0.112% �0.600% 0.212% 0.108%

Region of household

Northeast �0.500% �0.001% �0.155% �0.410% 0.191% 0.008%

Midwest �0.446% �0.032% �0.148% �0.328% 0.171% 0.034%

South �0.417% �0.043% �0.149% �0.292% 0.161% 0.036%

West �0.508% 0.007% �0.152% �0.423% 0.197% 0.008%

Race and gender of household head

Nonwhite female �0.145% �0.025% �0.151% 0.027% 0.177% 0.028%

White female �0.462% �0.030% �0.123% �0.328% 0.195% 0.084%

Nonwhite male �0.386% �0.008% �0.181% �0.295% 0.162% �0.042%

White male �0.509% �0.020% �0.156% �0.416% 0.173% 0.013%

Location of household

Urban �0.474% �0.016% �0.150% �0.371% 0.181% 0.022%

Rural �0.284% �0.089% �0.156% �0.113% 0.127% 0.048%
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and for a given number of children, smaller
households are better off than larger ones. In
addition, households headed by females and
whites fare better than their male and nonwhite
counterparts. The demographic inconsistencies
befalling labor tax recycling occur for the rank-
ings by region and location. Under bottom-up,
urban households lose proportionally less than
rural ones; however, under top-down, they
gain proportionally less than do rural house-
holds. As for regions, bottom-up, labor tax recy-
cling favors the Midwest over the South, West,
and, lastly, the Northeast. In the top-down
scheme, it is the South that fares better than the
Midwest with the West and Northeast now

tied for last. These reversals, like those for capital
tax recycling, appear to be linked to the distinc-
tion between the welfare costs of bottom-up
and the welfare benefits of top-down.

In Jorgenson et al. (2018a), we use family size
to determine the size distribution in lifetime full
expenditure per capita and compute equivalent
variations by quintiles of persons irrespective
of their demographic characteristics. Table 19.11
shows the equivalent variations expressed as
percentages of lifetime full expenditure per
person. There are both winners and losers at the
levels of individual welfare. However, like the
household results, the changes are small for
this level of carbon pricedrespectively, the

TABLE 19.11 Contrasting individual and social welfare effects of a CO2 price in a bottom-up versus a top-down
system (Change from base case lifetime full expenditure).

Bottom-up emissions accounting Top-down emissions accounting

Lump sum Capital tax Labor tax Lump sum Capital tax Labor tax

Quintile 1 0.111% �0.052% �0.160% 0.345% 0.158% 0.031%

Quintile 2 �0.245% �0.033% �0.164% �0.099% 0.162% 0.006%

Quintile 3 �0.416% �0.024% �0.172% �0.319% 0.154% �0.020%

Quintile 4 �0.590% �0.015% �0.153% �0.516% 0.176% 0.013%

Quintile 5 �0.651% 0.009% �0.161% �0.608% 0.184% �0.017%

Social welfare changes in $(2010) billions

Egalitarian

Due to equity $1445 �$17 $811 $1314 �$444 $528

Due to efficiency �$6780 �$257 �$2206 �$5292 $2578 $270

Total �$5335 �$274 �$1395 �$3978 $2134 $798

Utilitarian

Due to equity $496 �$1 $331 $479 �$117 $272

Due to efficiency �$6780 �$257 �$2206 �$5292 $2578 $270

Total �$6284 �$258 �$1875 �$4813 $2461 $542

Indices of progressivity

Absolute Progressive Regressive Progressive Progressive Regressive Progressive

Relative Regressive Regressive Progressive Progressive Progressive Progressive
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maximum gain and loss are 0.35 and 0.65% of in-
dividual lifetime expenditure.

In the case of lump sum recycling, the poorest
individuals are protected from the adverse ef-
fects of carbon taxation by the equal lump sum
redistribution. The wealthier individuals in
quintiles 2 through 5 experience welfare losses.
The gain for quintile 1 in the top-down system
is larger than in the bottom-upd0.35% versus
0.11%dwhile the welfare losses for all other
quintiles are smaller given that CO2 reductions
are much smaller in the top-down system. It is
worth noting that the welfare gap favoring top-
down over bottom-up systematically diminishes
as full wealth increases. For quintile 1, the benefit
is 0.23 percentage points while, for quintile 5, it is
only 0.04 percentage points. Under the lump
sum option and in both accounting and tax
schemes, each quintile fares better than the next
higher quintile and thus appears progressive.

In the bottom-up system, the carbon tax with
capital tax recycling has almost trivial welfare
consequences. The burden on quintile 1 is just
over 0.05% of their lifetime expenditure, whereas
the gain for quintile 5 is just under 0.01% of
theirs. Because the welfare costs to individuals
fall and give way to gains as wealth increases,
capital tax recycling is regressive. In the top-
down system, the capital tax option yields a dou-
ble dividend in welfare for all individuals. The
benefits range from 0.15 percentage points for
quintile 3 to 0.18 points for quintile 5. Because
quintile 3’s gain is smaller than those for quin-
tiles 1 and 2, the regressivity of capital tax recy-
cling is more ambiguous in top-down
accounting than it is in bottom-up accounting.

Labor tax recycling has the least systematic
welfare effects of the three redistribution op-
tions. Under bottom-up, the welfare losses rela-
tive to full wealth range from 0.15% (quintile 4)
to 0.17% (quintile 3). Considering the subgroups
of quintiles 1, 2, and 3 and quintiles 4 and 5

separately, labor tax recycling appears progres-
sive as within-group losses rise with rising
wealth. However, with smaller losses for quin-
tiles 4 and 5 compared to the others, there is
some evidence for regressivity in the bottom-
upelabor-tax pairing. In the top-down system,
the welfare consequences of carbon taxation
combined with reductions in labor taxes are triv-
ial, like bottom-up and capital. Quintiles 1, 2,
and 4 gain slightly, while quintiles 3 and 5 expe-
rience small losses. Given the relative changes
over the five quintiles, there is no clear progres-
sivity pattern.

This brings us to our next important pointd
social welfare. The quintiles are accumulations
of averages for individuals and result from add-
ing up full wealth and equivalent variations in it.
These aggregations cannot be construed as either
group or societal welfare because of the noniden-
tical and nonhomothetic preferences specific to
IGEM’s household utility model. Furthermore,
we need to determine unambiguously whether
a particular accounting method and revenue
recycling pairing is progressive or regressive.
We remedy both issues through use of our social
welfare function.

Jorgenson and Slesnick (1987) and Jorgenson
et al. (1992) pioneered in the creation of a mone-
tary measure of social welfare using an exact ag-
gregation of lifetime full expenditures over the
244 household types.14 Within this framework,
social welfare increases as household welfare in-
creases, transfers from richer to poorer house-
holds are social welfare improving, and the
range of society’s preferences for equality from
the purely egalitarian to the purely utilitarian is
definable.

The framework also allows the decomposition
of social welfare into components of efficiency
and equity. Welfare efficiency is the maximum
level achievable from reallocations of lifetime
full expenditure that equalize household utility.

14 The Jorgenson, Slesnick, Wilcoxen contributions are covered extensively in Jorgenson (1997).
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Welfare equity is the difference between actual
social welfare and welfare efficiency. A policy
is progressive in the absolute sense if the equity
gap shrinks and is otherwise regressive. A policy
is progressive in the relative sense if the ratio of
actual-to-efficient welfare increases and is other-
wise regressive.

The results for the social welfare from carbon
taxation also are given in Table 19.11. Like indi-
vidual welfare, the social welfare changes are
extremely small in relation to their base. Na-
tional full wealth (the present value of consump-
tion and leisure) stands at $1,100,515 billion. The
largest changes in social welfare are the losses
associated with lump sum recycling and these
represent only 0.48 and 0.36% of this amount
for bottom-up and top-down, respectively.

Considering only the social welfare metric,
capital tax recycling is the most advantageous,
lump sum redistribution is the least favorable
alternative, and labor-tax reductions yield re-
sults that are in-between. Under bottom-up ac-
counting, there are no double dividends. For
the capital tax option, equity losses reinforce
the loss in efficiency leading to overall losses in
social welfare exceeding $250 billion. For the
lump sum and labor tax alternatives, respec-
tively, equity gains partially compensate effi-
ciency losses yielding social welfare losses in
the ranges of $5.3-$6.3 trillion and $1.4-$1.9 tril-
lion, depending on society’s aversion to
inequality.

Under top-down accounting, there is the
familiar social welfare penalty associated with
lump sum redistribution. Equity gains partially
offset the efficiency loss, netting losses in total
welfare in the range of $4.0-$4.8 trillion. How-
ever, the other recycling options give rise to
double dividends. The larger of these occurs
when capital taxes are reduced. Here, losses in
equity are not large enough to swamp the gain
in efficiency; the result is social welfare benefits
in the range of $2.1-$2.5 trillion, depending on
egalitarian versus utilitarian preferences.
When labor taxes are reduced, there are equity

gains that complement the gain in efficiency
with overall improvements in the range of
$0.5-$0.8 trillion.

The conclusions for progressivity versus
regressivity are mixed. In the absolute sense,
there is agreement across the two accounting
schemes. The lump sum and labor tax options
are absolutely progressive while recycling
through capital tax reductions is absolutely
regressive. In the relative sense, this pattern is
broken. Labor tax recycling is still progressive
under both accounting methods. Capital tax
recycling is still regressive but only under
bottom-up accounting; it is relatively progres-
sive when emissions are taxed top-down. The
opposite occurs for lump sum redistribution. It
is still progressive top-down but becomes rela-
tively regressive bottom-up. These differences
demonstrate the care in definition that needs to
be taken when considering the effects of tax
policy.

19.4 Conclusion

Fossil fuel production and use involve a het-
erogeneous mix of products, prices, technolo-
gies, and externalities. These pose few
problems for models or submodels that express
the details in physical units, e.g., tons, gallons,
cubic feet, BTUs. However, the need to reduce
complexities generally leads to homogenization.
For CGE models, there is an additional
challengedthe contents of the social accounting
matrices from which they derive are transactions
in nominal value, with quantities and prices as
indices over time. This creates even more dis-
tance between the model and physical worlds.

No matter the units of account, modelers
must consciously choose where to attach their
emissions coefficients. The choice is use, or
input-demand-driven (our bottom-up), make
or output-supply driven (our top-down), or
some blend of the two. In a single model,
IGEM, we demonstrate that the extremes yield
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significant differences in model outcomes. We
can only imagine how, in a multimodel exercise,
the lack of clarity in emissions accounting and
carbon tax incidence clouds any conclusive
consensus. The issues we raise here are not usu-
ally discussed in the CGE literature nor
described in model documentation; however,
we believe that these are just as important as
equations and elasticities. Our hope from this
effort is for greater detail in describing all the at-
tributes and mechanisms that go into modeling
environmental policy.
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20.1 Introduction

China is the largest consumer of fossil fuels in
the world and generated 10.4 billion tons of CO2

in 2016 compared to the 5.0 billion tons from
the United States, the next biggest emitter.1 There
is obviously great interest in China greenhouse
gas control policy in the international community.
The Chinese government has set CO2 emission
goals as part of its Nationally Determined Contri-
bution (NDC) coming out of the Paris Agreement
in 2015 as part of the United Nations Framework
Convention on Climate Change. The aim is to cut

CO2 emissions per unit of gross domestic product
(GDP) by 60e65% by 2030, compared to 2005
levels. While these are not binding targets, the
government also announced the 13th Five-year
Plan with firmer goals to reduce energy per unit
GDP by 15% between 2015 and 2020 and to
reduce CO2 per unit GDP by 18%.

Given this intention to reduce energy use and
carbon emissions, there have been a vigorous
discussion of carbon policy proposals and ana-
lyses of their likely impacts in China. Policies
analyzed include energy-efficiency targets, emis-
sion trading systems (ETSs), and carbon taxes

* Cao is Professor at the School of Economics and Management, Tsinghua University. Ho is a Visiting Scholar at the
Harvard-China Project on Energy, Economy and Environment and also at Resources for the Future. Hu is a
Post-Doctoral Fellow at the Ma Yinchu School of Economics, Tianjin University. Ho is supported by the Harvard
Global Institute under an award to the Harvard-China Project titled “China 2030/2050: Energy and Environmental
Challenges for the Future.”
1 CO2 emissions estimates from the European Commission, Janssens-Maenhout et al. (2017). These include non-
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(e.g. Aunan et al., 2007; Zhang, 2015; Pang and
Duan, 2016; Cao and Ma, 2018). The important
communiqu�e issued by the then new leaders of
the Communist Party in November 2013 empha-
sized the desire to make the market a “decisive
function in resource allocation” and also empha-
sized “protection of ecology and the environ-
ment.” The discussion of using carbon prices to
reduce energy use and pollution flows from tak-
ing these stated aims seriously.

Some of the analyses of carbon prices have
used multisector general equilibrium models,
since these models can capture interindustry ef-
fects: how higher energy prices feed into the
energy-intensive sectors such as electricity,
metals, and cement, which thenmake investment
goods more expensive relative to consumption
goods and thus change the structure of the entire
economy. Energy is used by every sector of the
economy, and enterprise owners and workers
are concerned about how carbon prices would
affect jobs and profits. An economy-wide anal-
ysis of detailed industries is thus very useful to
the many stakeholders. Alternative methods of
analysis use sector-specific technology models
(sometimes referred to as bottomeup models)
which provide valuable insights into how exactly
a carbon price affects the production processes
and technologies in a given industry.2 These
methods, however, do not trace through the
interindustry linkages in the rest of the economy.

The studies that use such multisector comput-
able general equilibrium (CGE) models for China
policies include Aunan et al. (2007), Liang et al.
(2007), Cao et al. (2013), and Wu and Tang
(2015) among many others. These models have
provided useful insights into the economy-wide
impacts of greenhouse gas policies. There is, how-
ever, a more limited discussion of distributional
impacts. Furthermore, many of these models
represent the consumption side of the economy
using simple, easily implementable consumption

functions such as linear expenditure systems
(LESs) or constant elasticity of substitution
(CES) functions. These functions have only the
own-price elasticity, and the CES is homothetic
in contrast to more flexible forms with cross-
price elasticities and nonunit income elasticities.

There is now a large literature on household en-
ergy demand that shows that some energy types
are income inelastic while others are income
elastic including a literature specific to China.
Cao et al. (2016) find that coal is income inelastic,
whereas gasoline is a luxury good. They also find
that demands are heterogenous across household
typesddifferent shares of the budget are allocated
to food for example, depending on the number of
children, age, and source of employment. Zhou
and Teng (2013) estimate a relatively low income
elasticity for electricity (0.1e0.3). It has been rare,
however, to include such elasticity estimates into
large-scale simulation models. Caron et al. (2017)
find a complex relation between household en-
ergy consumption and income using a function
that resembles the flexible Exact Affine Stone In-
dex. That paper and Cao et al. (2018a) are some
of the few studies that include such information
into a China CGE model.

General equilibrium models which incorpo-
rate more flexible forms should be able to repre-
sent the consumption baseline more accurately
as well as estimating responses to policy shocks
better. Models that allow for household hetero-
geneity have a richer description of distribu-
tional impacts of policies. This paper analyzes a
carbon tax using a flexible model of household
demand that allows for heterogeneity across
households. Unlike Cao et al. (2018a) which
does not explicitly identify energy items in their
consumption function, here we use a demand
model which is a function of electricity, house-
hold fuels, and transportation.

Dale Jorgenson has made important contribu-
tions to these issues of energy demand modeling,

2 An example is Zhang et al. (2014).
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household heterogeneity and social welfare func-
tions, and the use of CGEmodels to analyze envi-
ronmental policies. Jorgenson et al. (1982)
introduced the translog consumption function as
a flexible form that allows for heterogeneity across
household typeswhile Jorgenson et al. (1988) used
a two-stage function to model energy demand.
Jorgenson discussed social welfare functions in
his Presidential Address to the Econometric Soci-
ety (Jorgenson, 1990). Hudson and Jorgenson
(1974) is a pioneering study of energy policies us-
ing a CGE model, while Jorgenson and Wilcoxen
(1990) introduces the use of a translog consump-
tion function that allows for household heteroge-
neity into CGE modeling. Jorgenson’s
contributions to productivity measurement and
specification of production functions underlie
the analysis and models of many chapters in this
volume. These econometric production functions
are also reflected in the development of the
growth models in Hudson and Jorgenson (1974)
and Jorgenson and Wilcoxen (1990).

In this paper, we use a two-stage flexible con-
sumption model of household energy demand in
a dynamic multisector model of China to allow
for a better representation of price and income ef-
fects of carbon price policies.We draw on thema-
jor contributions of Jorgenson noted abovedthe
use of an econometrically estimated two-stage
demand model, the use of a demand function
that recognizes the differences among household
types, and the application of a general equilib-
rium model to simulate an environmental policy.
The projection of total factor productivity (TFP)
growth is informed by the China industry pro-
ductivity accounts presented in Cao et al.
(2009). Unlike most CGE models which use sim-
ple working-age population measures for projec-
ting labor supply, we use an index of effective
labor input that takes into account the differences
in marginal products of different demographic
groups; this is an approach emphasized long
ago in Jorgenson and Griliches (1967).

In Section 20.2, we describe our econometric
model of household energy demand. In Section
20.3, we describe how this demand model is

included in our dynamic growth model of China
and describe the representation of carbon taxes
and emissions. Section 20.4 reports the effects
of a carbon tax simulated using the growth
model and effects on energy demand in general
and household demand in particular.

20.2 A two-stage model of household
energy demand

Our econometric model of household energy
demand is taken from Hu et al. (2018), and we
briefly summarize the model and estimation
here. We follow the two-stage budgeting model
of consumer behavior described in Jorgenson
et al. (1988). Households are assumed to
maximize utility in two stages, conditional on lei-
sure choice, location choice and the stock of dura-
bles including housing. The demand functions
from both stages are integrable. In the first stage,
total expenditures in period t are allocated to
electricity, other home energy (OHE), transporta-
tion, and consumer goods and services. In the
second stage, the transportation bundle is allo-
cated to vehicle fuel and transportation services
(fares and vehicle maintenance).

The conditions required for a well-defined
two-stage system are strict; one of the stages
must be homothetic, i.e. must have unit income
elasticities. In our model, here we require the sec-
ond stage to be homothetic, whereas in Cao et al.
(2016), we have a homothetic linear expenditure
system (LES) in the first stage and an Almost Ideal
Demand System (AIDS) function in the second.

20.2.1 Demand model theory

20.2.1.1 First stage

For the first stage, we assume a translog indi-
rect utility function for household k:

ln Vk ¼ ln
�

p
Mk

�0
$ap þ 1

2
ln
�

p
Mk

�0
$B$ln

�
p
Mk

�

þ ln
�

p
Mk

�0
$BA$Ak

(20.1)
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where:

p ¼ (p1,p2, .,pN)� vector of prices of
consumption bundles,
xk ¼ (x1k,x2k, .,xNk)� vector of quantities
consumed by household k,

Mk ¼ PN
n¼ 1

pn$xnkd total expenditures of

household k,
wnk ¼ pn$xnk/Mk� expenditure share of the
n-th commodity,
w ¼ (w,w, .,wNk)� vector of expenditure
shares,
Ak� vector of (0,1) attribute indicators.

In this form, the preference differences among
households are introduced through the attribute
vector Ak. These include household size, pres-
ence of children, region, area of home, cooling
degree days, and heating degree days. The
matrices a, B, and BA are constant parameters
that are the same for all households. The five
consumption bundles are index by:

n ¼ {1,2,3,4,5} ¼ {electricity, OHE, transporta-
tion, cons. goods, services}

The conditions required for exact aggregation
(i.e. the restrictions needed so that an aggregate
demand function is obtained by explicit aggrega-
tion over households) are that the expenditure
shares be linear in functions of Ak and Mk. These
conditions are:

i0Bi ¼ 0; i0BA ¼ 0 (20.2)

where i is a vector of 1’s. In addition, homogene-
ity of the demand function allows us to choose a
normalization, i0a ¼ �1.

The vector of expenditure shares derived by
Roy’s identity is:

wk ¼ 1
DðpÞ ½aþB ln p�BM ln Mk þBAAk�

(20.3)

where the denominator takes the following form
under the aggregation conditions:

DðpÞ ¼ � 1þ B0
M$ ln p (20.4)

BM ¼ Bi

Integrability of the demand system also re-
quires that the matrix of price substitution effects
be symmetric and nonpositive definite:

B0 ¼ B (20.5)

The demand function (20.3) is nonlinear in log
prices, and the expenditure (income) elasticity is
a function of BM. The uncompensated price elas-
ticities are:

hij ¼ � dij þ
bij

�
ui � bMi

�1þP
kbMk$ lnðpk=MÞ (20.6)

where dij is the Kronecker indicator (see Hu et al.,
2018). Expenditure elasticities are given by:

hiM ¼ 1�
P

jbij
�
ui

�1þP
kbMk$ lnðpk=MÞ (20.7)

20.2.1.2 The second stage

In the second stage, we assume that total
transportation expenditures be allocated to
vehicle fuels (gasoline and diesel) and transpor-
tation services (fares, vehicle rentals, own-
vehicle maintenance) via a homothetic translog
utility function:

ln Tk ¼ ln q0gþ ln MT
k þ 1

2
ln q0D ln q

þ ln q0DAAk (20.8)

where:

q ¼ (q1,q2)dvector of prices qm, m ¼ {1,2} ¼
{fuel, transportation services},
yk ¼ (y1k,y2k)dvector of quantities consumed
by household k,
MT

k ¼ P
mqmkymkdtotal expenditures on

transportation bundle of household k,
vmk ¼ qmkymk

�
MT

kdexpenditure share of
input m ¼ {1,2},

The vector of expenditure shares of household
k derived by Roy’s identity is:

�vk ¼ gþ D ln qþ DAAk (20.9)

20. Analyzing carbon price policies using a general equilibrium model458



The conditions for exact aggregation, that
expenditure shares are linear in functions of at-
tributes and total expenditures, are satisfied by
Eq. (20.9). This is unlike the first stage (20.3)
which is nonhomothetic. We can express the
transportation bundle price index (the third con-
sumption bundle in the top tier) in terms of the
second-stage utility function:

ln p3k ¼ ln MT
k � ln Tk

¼ �
�
ln q0gþ 1

2
ln q0D ln qþ ln q0DAAk

�
(20.10)

Thus, under the homothetic assumption, ex-
penditures on the transportation bundle are the
product of the price and quantity indexes:

MT
k ¼ p3k � Tk ¼

X
m

qmkymk (20.11)

20.2.1.3 Econometric method

The above system may be implemented if
most households purchase both motor fuels
and transportation services as the case in the
United States. However, for our sample period
1992e2009, a large fraction of households in
China do not own gasoline-using vehicles. We
thus break the second stage into two steps: first,
whether to own a car, and second, how much
fuel (gasoline or diesel) to consume. To correct
for selection bias, we first estimate a probit func-
tion for choosing vehicle fuels in period
t, P(y1kt > 0jq1kt,q2kt,Mkt,Akt) ¼ F(y1kt,y), where
F is the cumulative distribution function (CDF)
of the standard normal distribution, and the se-
lection function depends on prices, total trans-
portation expenditures, and demographic
characteristics. From this, one could obtain the
inverse Mills ratio, bl1kt ¼ lðy1kt ,yÞ ¼ fiktð$Þ

Fiktð$Þ,
where f is the normal density function.

To correct for sample selectivity, one would
usually add this inverse Mills ratio on the
right-hand side of Eq. (20.9). However, as noted
by Cao et al. (2016), this will result in a bias when
there are many zero values, and we use the
following equation to correct for sample
selectivity:

�v1kt ¼ bF1kt,ðgþD ln qþDAAkÞ þ xbf1kt

þ y1kt

(20.12)

For the first stage, we use repeated cross-
sections, pooling all years (1992e2009) with
household observations, where prices vary
across region and time.3 That is, while we do
not have prices unique to each household type
k, we have prices for different regions in each
province, with the price vector denoted prt. We
assume that the disturbances in the demand sys-
tem (20.3) are additive so that the system of esti-
mating equations is:

wkt ¼
1

DðprtÞ ½aþB ln prt�BM ln Mk þBAAk�

þ eεkt
(20.13)

We drop one equation since the shares add to
one and express four prices relative to the fifth.
Similarly, in the second stage, we estimate only
the equation for vehicle fuels; the share for trans-
portation services is given residually. The share
demand systems are estimated subject to the
constraints (20.4) and (20.5) and concavity.

The demographic characteristics used to con-
trol for heterogeneity in household behavior
include:

1. Age of household head: Under 35, 35e55,
above 55

2. Gender of household head: Female, male

3 Jorgenson and Slesnick (2008) estimate both rank 2 and rank 3 demand systems but have only four consumption
bundles. We have five consumption items and only estimate a rank 2 system.
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3. Employment of household head: Private
sector, public sector

4. Education of household head: Less than
secondary school, secondary school, and
college (or above)

5. Has child: A 0e1 indicator showing if there
is someone under age 16 in the household

6. Has aged: A 0e1 indicator showing if there is
someone aged 60 or older

7. Number of members in the household: 1e2, 3,
3þ

8. Location: West, East, and Middle

20.2.2 Data and estimation results

The detailed data on energy use by house-
holds are only available from the Urban House-
hold Income and Expenditure Survey (UHIES)
conducted by the National Bureau of Statistics
(NBS). We are unable to find a corresponding
level of detail for rural households; such infor-
mation is only available for the most recent
years. The UHIES is conducted every year where
one-third of the sample households are replaced
each year. These data are not available to the
public, and we obtained a subsample of the
UHIES, covering nine provinces from 1992
through 2009.4 The nine provinces were selected
to represent all regions and income levels of
China. Our sample size is between 5000 and
6000 households per year before 2001, and
15,000e17,000 after that.

The five consumption bundles are made of the
following items given in the UHIES:

1. Electricity (EL)delectricity
2. Other home energy (OHE)dcoal, gas, heat,

and other energy in homes except electricity
3. Transportation (TR)dvehicle fuels (gasoline

and diesel), transportation services (bus, taxi,
trains, etc.), and vehicle maintenance

4. Goods (GD)dfood (including in-kind and
dining out), clothing, household equipment,
medical goods, educational goods,
transportation equipment, communications
equipment, recreational goods, and other
goods

5. Services and housing (SH)dexpenditure on
medical care, educational services,
communication services, recreation services,
other services, and rental equivalents of
housing and water utilities.

Note that vehicle purchases are included in
the consumer goods bundle and not in transpor-
tation. Hu et al. (2018) describe how we impute
rentals equivalents, given that more than 90%
of urban households own their homes. The
UHIES do not have information on the value of
durables owned by households, and we make
an average imputation using the data on pur-
chases of durables for each income and demo-
graphic group.

In 2009, the sample average share of expendi-
tures for electricity, OHE, transportation, goods,
and services are 2.3%, 2.2%, 2.8%, 56.5%, and
36.2%, respectively. Averaged over the whole
period, only 3.8% of urban households have a
car, however, by 2009, it was 11%. About 90%
of households have a washing machine and
refrigerator, while 28% have two or more TV
sets. 29% have only one air conditioner, while
16% have two or more.

Fig. 20.1 shows the average shares of the five
bundles in the first stage over the sample period
1992e2009 when per-capita GDP rose at 9.5%
per year. There is a big fall in the share for con-
sumer goods which include food, and an offset-
ting rise in the services (including housing).
Given the big price gap in housing between
small and large cities, there is a distinct pattern
of shares between regions, with bigger shares

4 This subsample comes from the China Data Center (CDC), Tsinghua University, and covers these provinces: Beijing,
Liaoning, Zhejiang, Anhui, Hubei, Guangdong, Sichuan, Shaanxi, and Gansu.
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for housing in the big cities. The share for trans-
portation rises as gasoline expenditures rise with
incomes in both types of cities while the share of
OHE is essentially flat. The share for electricity
rose between 1992 and 2000 and then flattened
out.

20.2.2.1 Prices

The UHIES records the RMB expenditures on
hundreds of items, but quantities are only given
for certain types of food, clothing, durable
goods, and energy. We supplemented the unit
values derived from these UHIES data with
data from National Development and Reform
Commission (NDRC) surveys of prices in many
cities, from the provincial Development
Research Center’s (DRC’s) and from companies.
This gives us the cross-section of prices across
cities for 2009. We find that there is a distinct dif-
ference in price levels between small and large
cities and thus construct separate indices for

them. With this division between large versus
small cities, our nine provinces result in 17
distinct regions (Beijing is not divided), and we
aggregate the detailed commodities to our five
price bundles, pirt, i ¼ 1, 2, ., 5. We then extrap-
olate these five prices for each of the 17 regions
back to 1992 using regional CPIs.

The prices in large cities are higher relative to
those in small cities for all bundles except for
transportation where the small-city average is a
few percentage points higher. Services
(including housing) price rose rapidly during
1992e2001 but then decelerated. The price of
the consumer goods bundle, which includes
food, rose rapidly in the 1990s due to food infla-
tion, but then fell with the falling prices of elec-
tronic equipment. The price of OHE rose the
most of these five bundles, while electricity pri-
ces were flat after the late 1990s.

We exploit the big differences in price levels be-
tween large and small cities within each province
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FIGURE 20.1 Expenditure shares of households in large cities, 1992e2009.
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and between provinces to help identify price elas-
ticities. Hu et al. (2018) show how the share versus
price graphs differ by province where some
exhibit a positive slope indicating price-inelastic
demand, while others have a negative slope
showing very elastic responses. If one were to
ignore the provincial patterns then one would
be estimating a flat curve or a unit price elasticity.

20.2.2.2 Estimation results

Hu et al. (2018), Appendix, give the detailed
estimates of the parameters in Eqs. (20.12) and
(20.13). We derive the price and income elastici-
ties from these estimates using Eqs. (20.6) and
(20.7). The elasticities are calculated for the refer-
ence household in 2005: household size 3, with
child, no aged member, East, and head of house-
hold is male, aged 35e55, secondary school
educated, and employed in the private sector.

These elasticities for the top tier are given in
Table 20.1. The expenditure (income) elasticities
are estimated with very small standard errors;
consumer goods is slightly income inelastic
(0.95) since it is a mix of inelastic food and
more elastic electronic goods; services, including
housing, is income elastic (1.1). Electricity and

OHE have low-income elasticities, while trans-
portation, which consists of motor fuels, daily
passenger fares, and holiday travel, is elastic.

All the price elasticities are well estimated with
small standard errors. The own-price (uncompen-
sated) elasticity is negative for all goods;�0.49 for
electricity and �0.35 for OHE, while transporta-
tion is the most price elastic with �0.71.

For the second stage, the share of motor fuels
is a function of the prices of fuel and transporta-
tion services. The price coefficient is significantly
negative (�0.23) and the demographic terms are
almost all significant at the 5% level. The own-
price (uncompensated) elasticity for fuels
is �0.26. Since we have to impose homotheticity
in the second stage, the income elasticity is
inherited from the stage one value for total trans-
portation, 1.22.

20.3 Carbon policy assessment
methodology

The government’s current carbon policy is an
ETSwhich is now in a pilot phase in fivemajor cit-
ies and two provinces. A national ETS is being set

TABLE 20.1 Price and income elasticities (standard error in parenthesis).

Good
Uncompensated
price elasticity

Compensated
price elasticity

Expenditure
elasticity

Electricity �0.491 �0.474 0.690

(0.021) (0.023) (0.002)

Other home energy �0.348 �0.337 0.492

(0.015) (0.004) (0.001)

Transportation �0.707 �0.671 1.225

(0.020) (0.008) (0.002)

Consumer goods �0.447 0.067 0.952

(0.019) (0.054) (0.001)

Service and housing �0.550 �0.119 1.100

(0.016) (0.011) (0.002)

Reference household: 35e55, Male, Private sector, Secondary School, Has child, No aged, Size 3, East, in 2005.
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up for the electricity sector with the aim of actual
trading beginning in 2020. The ETS proposed is
complicated and instead we consider a simple na-
tional tax on carbon emissions. A China national
tax has been discussed and analyzed by many au-
thors as noted in the Introduction, but these used
simpler consumer demand functions. In this sec-
tion, we describe the main points of our method
to simulate the impact of a carbon tax.

20.3.1 Consumption demand

In Cao et al. (2013), we used a CGE model
with a simple CobbeDouglas consumption
function. Such a function has unit income elastic-
ities and if used as is, would give projections of
consumption shares that are not in accord with
the history shown in Fig. 20.1. To avoid that,
we changed the share parameters based on con-
sumption patterns observed in rich countries.
Here we simulate the impact of a carbon tax us-
ing an updated version of our China economic
growth model which includes the two-stage de-
mand function described in Section 20.2 above in
place of the CobbeDouglas version.

The first step is to derive an aggregate con-
sumer demand function from the household de-
mand in Eq. (20.3) following Jorgenson et al.
(1988). The national share demand vector, wt, is
given by summing over all households:

Mt ¼
X

Mkt

To implement this function for a projection
model, we need to replace the distribution of
Mk’s observed in the sample period with external
projections. We do this using the procedure

described in Cao et al. (2018b), Section 4, which
projects consumption patterns using a similar
translog consumption function but for food, con-
sumption goods, services, and housing. Recall
that households are distinguished by demo-
graphic characteristics including age, education,
and size of household; there are a total of 1296
types of households counting all combinations.
The

P
MkAk/

P
Mk distribution term in Eq.

(20.14) gives the share of national expenditures
going to each of those 1296 types. We replace
that term with one derived from a population
projection model that gives the age and educa-
tion distribution of the population:

wt ¼

P
k
MkwkP
k
Mk

¼ 1
DðptÞ

h
aþB ln pt�BM

�
xdt þ ln Mt

�
þBpAx

L
t

i
(20.15)

where Mt ¼ P1296
K¼ 1

nKtMKt, and nKt is the number

of households of type K.
The construction of the xdt and xLt distribution

terms is given in detail in Cao et al. (2018b), Sec-
tion 4. We assume that the relative expenditures
of household type k1 and k2 are fixed at base
year ratios (i.e. MKt/Mt is constant). The projec-
tion of nKt is linked to population projections

where we assume no further changes in the dis-
tribution of location and household size.
Fig. 20.2 gives the projected share of national ex-
penditures by the different age and education of
head of household types. Under our assumption
of fixed relative expenditures, the expenditure

wt ¼

P
k
MkwkP
k
Mk

¼ 1
DðptÞ

�
aþB ln pt �BM

P
Mkt ln Mkt

Mt
þBpA

P
MktAkt

Mt

�
(20.14)

20.3 Carbon policy assessment methodology 463



share of households with head over age 55 is
projected to rise from 18.9% in 2006 to 34.4% in
2040, while that of households with a
college-educated head rises from 34.0% to 48.6%.

The second step to implement an aggregate
demand function in a CGE model from our
econometric estimates is to recognize that we
have only an urban sample but need to use it
for the national economy. We have to use the
estimated price elasticities but calibrate the a0s
to match the national shares of consumption in
the two tiers. In recent years, the urban compo-
nent dominates the national total and the adjust-
ment is small; the electricity share among urban
households in 2014 is 1.89% compared to the na-
tional share of 1.79%, OHE is 1.68% versus
1.40%, transportation is 3.63% versus 3.74%.

20.3.1.1 Cross-section versus time-series
estimates of elasticities and projections

There is a complication about long-term
baseline projections that confront model
builders that we should note here. Estimates
of elasticities using a large cross-section of
households in a particular year, or repeated
cross-sections like ours, are generated by
comparing the behavior of poor and rich
households. These income elasticities may
differ from those derived by observing an
average household over time. If one assumes
that the average household changes its con-
sumption patterns as it gets richer over time
like the change between poor and rich in the
base year, then one might overstate the
changes.5
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FIGURE 20.2 Projection of expenditure shares by household type.

5 Yu et al. (2003) discuss one aspect of the difficulties of projecting demanddthe use of simple functional forms and
the difficulty of calibrating elasticities in CGE models.

20. Analyzing carbon price policies using a general equilibrium model464



The projections wemake here illustrate some of
these difficulties. We first simulated our model
out to 2040 using the parameters estimated with
our repeated cross-sections. This results in the
electricity share falling from 1.8% in the base
year 2014 to 0.1% by 2030 and the OHE falling
to zero. This is clearly untenable, and we recali-
brated the income coefficient so that the shares
approach the United States. 2015 shares by 2040
as explained in the next subsection. That is, we
gradually change the BMi’s each year toward
zero, so that the shares by 2040 are equal to the tar-
gets, observing the i0BM ¼ 0 constraint every
period.

20.3.1.2 Consumption subtiers and commodity
classification

The household demand model given in
Section 20.2 covers the five bundles in the top
tier and the allocation of transportation to motor
fuels and transportation services in the second
tier. We next allocate these bundles to 27 detailed
consumption items ranging from food to health
care. This is done using exogenous shares, that
is using a CobbeDouglas function. A major
task confronting modelers, related to the identifi-
cation of appropriate income elasticities just
noted, is the projection of these shares for a
rapidly growing economy. While the income ef-
fects are well known for particular items, there is
not a systematic estimate of income elasticities
for all products and countries. We take a simple
approach and assume that the China shares will
converge gradually to the shares observed in the
recent US Personal Consumption Expenditures
data.6 We set the China shares in 2040 to equal

the US shares observed for 2015. In the base
case projection shown in Table 20.2, GDP per
capita in 2040 is 3.2 times that in 2014 or
$27,000 in 2005 purchasing power parity (PPP)-
adjusted dollars.

An issue not often discussed in descriptions of
CGE modelers is the link between commodity
classifications used in household surveys and clas-
sifications used in inputeoutput (IO) accounts.
Consumption expenditures recorded in the sur-
veys are at purchasers’ prices that include trade
and transportation margins whereas IO accounts
are at factory gate values. That is, the yuan paid
for coal by households is shared by the coal min-
ing, trade, transportation, and other service indus-
tries. We thus have to allocate our 27 detailed
consumption items to the 33 IO commodities
identified in the model. The official China IO ta-
bles do not provide such a link but the US IO
benchmark tables include a Personal Consump-
tion Expenditures Bridge Table7, and we use the
2002 US table as a starting point to estimate a
bridge for our China 2014 consumption and IO
data. This gives us a link to relate the consumption
prices in Eq. (20.15) to the prices in the IO model.

20.3.1.3 Welfare

The utility function (20.1) gives the welfare of
household k as a function of the demographic in-
dicators. Jorgenson and Slesnick (1984) intro-
duces household equivalent indexes to allow a
comparison of expenditures required for two
different types of households (say size 2 vs.
size 3) to reach the same level of utility. The
equivalent index (m0) is a function of prices, the
parameters of Eq. (20.1) and the demographic in-

6 The US Personal Consumption Expenditures are given in the National Accounts published by the US Bureau of
Economic Analysis (Table 2.5.5) which are available at https://apps.bea.gov/iTable/index_nipa.cfm.
7 The 2002 US benchmark inputeoutput accounts, including the bridge tables, are given in the Survey of Current
Business, October 2007 which is available at https://apps.bea.gov/scb/.
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dicators, and using it, the utility of household of
type k may be rewritten as:

ln Vk ¼ ln p0aþ 1
2
ln p0B ln p

�DðpÞln½Mk =m0ðp;AkÞ�
(20.16)

The money metric of this utility level is given
by the expenditure function, M(p,V), which is
derived as:

ln Mk ¼ 1
DðpÞ

�
ln p0aþ 1

2
ln p0B ln p� ln Vk

�
þ ln m0ðp;AkÞ

(20.17)

We have about 17,000 observations in 2009,
and we compute (20.17) for each of them, sepa-
rately for the base case and policy cases. The
households are cross-classified by age,
education, gender of head, household size and
location, etc. and instead of reporting the result
for each of these cells, we give the welfare effects
for the component categories of the major
groups: location, household size, and income
quintiles. The money metric for the group
welfare effect is a formula like (20.17) but with
Vk replaced by group average welfare and m0

replaced by the sum of all household equivalents
in that group.

TABLE 20.2 Base case projection.

Variable 2017 2020 2030 2017-30 growth rate

Population (million) 1387 1403 1416 0.16%

Effective labor supply (bil. 2014 yuan) 27,624 27,433 25,527 �0.61%

GDP (billion 2014 yuan) 77,419 93,066 151,414 5.30%

Consumption/GDP 0.42 0.46 0.53

Energy use (million tons sce*) 4504 4776 5564 1.64%

Coal use (million tons) 4171 4212 4745 1.00%

Oil use (million tons) 554 608 707 1.90%

Gas use (million cubic meters) 236,742 295,560 474,327 5.49%

Electricity use (TWh) 6060 6520 7580 1.74%

CO2 emissions (fossil fuel, million tons) 9391 9740 11,293 1.43%

CO2 emissions (total, million tons) 11,044 11,435 12,983 1.25%

Carbon intensity (kg CO2/yuan) 0.143 0.123 0.086 �3.84%

Primary PM emissions (mil tons) 17.6 17.9 16.7 �0.42%

SO2 emissions (mil tons) 19.8 19.6 18.7 �0.44%

NOx emissions (mil tons) 20.2 19.5 17.4 �1.11%

GDP per capita (2014 yuan) 55,812 66,341 106,966

GDP per capita; PPP US$2005 9872 11,734 18,920

GDP, gross domestic product; PM, particulate matter; PPP, purchasing power parity.
Note: sce denotes “standard coal equivalent.”
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20.3.2 Economic-energy model

We now turn to the rest of the economic-
energy growth model of China that we use. Our
model identifies 33 sectors including six energy-
related sectors (see Table 20.4 for the list of
sectors). Output growth is driven by capital accu-
mulation, population growth, and TFP growth.
An earlier version of the model is described in
Nielsen andHo (2013); Appendix A, andwe sum-
marize the key features of the current version
here with more information in the Appendix.

The model is a dynamic recursive one where
an exogenous savings rate determines invest-
ment. Enterprises pay value-added tax (VAT)

and taxes on capital income and retain part of
the profits for investment, resulting in a “divi-
dend payout” rate that is smaller than 1. A
change in tax rates due to a carbon policy would
thus affect the after-tax income and investment.
The GDP growth rate in the base case is thus
affected by the savings rate, the dividend rate,
the TFP growth rate, and the growth of effective
labor. The parameters for these growth factors
are discussed in the Appendix and given in
Table 20.A1.

The main variables of the base case path are
given in Table 20.2. GDP is projected to grow
at 6.5% during 2014e20, then decelerating to
5.0% in 2020-308. Energy consumption is

TABLE 20.3 The effects of carbon taxes to achieve official CO2-intensity goals.

Variable
Base case
2020

2020 (% change)
Base case
2030

2030 (% change)

62.5% case 65% case 62.5% case 65% case

GDP (billion yuan 2014) 93,100 �0.006 �0.104 151,400 �0.13 �0.48

Consumption (bil yuan 2014) 41,100 �0.006 �0.012 76,000 �0.13 �0.29

Investment (bil yuan 2014) 39,600 �0.011 �0.022 57,100 �0.17 �0.37

Government consumption (bil yuan 2014) 10,300 0.000 0.000 13,200 0.00 0.00

Energy use (million tons of sce) 4780 �0.86 �1.63 5560 �6.8 �12.2

Coal use (million tons) 4210 �1.26 �2.40 4740 �10.0 �17.9

Oil use (million tons) 608 �0.19 �0.37 707 �1.9 �3.8

Gas use (billion cubic meters) 295,600 �0.53 �1.02 474,300 �6.0 �11.4

Electricity (billion kWh) 6520 �0.32 �0.61 7580 �2.7 �5.1

CO2 emissions (inc cement; mil tons) 11,400 �0.95 �1.80 13,000 �7.7 �13.9

Primary PM emissions (mil tons) 17.86 �0.46 �0.87 16.7 �3.6 �6.7

SO2 emissions (mil tons) 19.63 �0.84 �1.60 18.7 �6.4 �11.7

NOx emissions (mil tons) 19.51 �0.63 �1.21 17.4 �4.6 �8.4

Emission permit price (Y/ton CO2) 9.5 18.4 158 323

Permit value and carbon taxes as %total revenue 0.30% 0.57% 1.9% 3.7%

8 This is consistent with the deceleration observed during 2010e16 andwith the government target of 6.5% growth for
the 13th Five-Year Plan. These growth projections are also similar to those in World Bank-DRC-PRC (2013) and IEA
(2014).
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TABLE 20.4 Industry effects of carbon taxes in 2030 (% change from base case).

Scenario

62.5% case 65% case

Change in price Change in quantity Change in price Change in quantity

Agriculture 0.31 0.03 0.60 0.06

Coal mining 18.94 �8.10 38.60 �14.98

Crude petroleum mining 3.81 �0.28 7.80 �0.75

Natural gas mining 7.15 �0.85 14.57 �1.98

Nonenergy mining 0.64 �1.55 1.27 �3.01

Food products, tobacco 0.12 0.23 0.26 0.42

Textile goods 0.50 0.43 1.00 0.80

Apparel, leather 0.19 1.18 0.39 2.28

Sawmills and furniture 0.32 0.45 0.64 0.83

Paper products, printing 0.47 �0.16 0.95 �0.35

Petroleum refining, coking 2.90 �2.30 5.89 �4.52

Chemical 0.98 �1.61 1.96 �3.14

Nonmetal mineral products 1.44 �1.54 2.85 �3.00

Metals smelting 1.56 �2.63 3.07 �5.02

Metal products 0.95 �1.76 1.88 �3.36

Machinery and equipment 0.70 �1.04 1.38 �2.01

Transport equipment 0.47 �0.04 0.93 �0.11

Electrical machinery 0.70 �1.24 1.38 �2.39

Electronic and telecom. equip 0.55 �0.54 1.09 �0.97

Water services 0.47 �0.54 0.93 �1.07

Other manufacturing 0.67 �1.57 1.31 �3.00

Electricity, steam, hot water 4.11 �2.66 8.15 �5.10

Gas production and supply 4.92 �2.77 9.86 �5.39

Construction 0.38 �0.08 0.77 �0.21

Transportation 0.45 �0.48 0.91 �0.97

Communications 0.12 0.11 0.25 0.19

Trade �0.30 0.63 �0.54 1.19

Accommodation and food 0.01 0.18 0.04 0.33

Finance and insurance �0.13 0.21 �0.23 0.39

Real estate 0.05 0.12 0.11 0.20
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calibrated to the projections in IEA (2016) and to-
tal energy use grows at 1.6% during 2017-30 with
a substantial switch from coal to oil, gas, and re-
newables. With this fall in coal use, total CO2

emissions only grow at 1.4% per year during
2017e30.

The projection of the consumption shares is
plotted in Fig. 20.3. Recall that these are the re-
sults of adjusting the income elasticities in the
first-stage function (20.15) every year to avoid
untenably small values and to target the 2040
shares at recent US values. The share for con-
sumer goods continues to fall from 45% in 2014
to 37% in 2030 while services rise to 56%. The

share of electricity falls from 1.8% to 1.5%, while
other home energy fall from 1.4% to 1.1%. Motor
fuels, given by the second-stage demand func-
tion, rise from 1.3% to 1.6% in 2040, while trans-
portation fares fall from 1.9% to 1.2%.

We assume competitive markets and produc-
tion in each industry are represented by a con-
stant returns-to-scale function that implies zero
profits. That is, we assume that there is no price
regulation on output, or equivalently, assume
that regulated prices are changed to reflect costs.
Our model distinguishes between industry and
commodity; an industry has a production func-
tion that uses various commodity inputs, and

TABLE 20.4 Industry effects of carbon taxes in 2030 (% change from base case).dcont'd

Scenario

62.5% case 65% case

Change in price Change in quantity Change in price Change in quantity

Business services 0.17 0.03 0.35 0.04

Other services 0.09 0.04 0.18 0.07

Public administration 0.10 0.02 0.21 0.05
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FIGURE 20.3 Projection of consumption shares in base case.
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each industry may “make” or “supply” more
than one commodity (e.g. the primary metals in-
dustry may also make “coking products”). The
relationships are given by endogenous Use and
Make Matrices.

20.3.3 Implementing CO2 policies in
economic model

Our procedure is to first simulate a base case
path where there are no carbon taxes and only
the existing taxes on output, value-added,
profits, labor income, profits, and imports. We
then introduce a CO2 tax by taxing all fossil fuels
in proportion to the CO2 emission intensity and
taxing the process emissions from cement pro-
duction. Other greenhouse gases are ignored
here.

The price paid by industry j for fuel input i in
year t is denoted by PBijt (B for buying) and is
equal to the total supply price (PS) plus the car-
bon tax, tCO2

it :

PBijt ¼ PSit þ tCO2
it rcmb

ij

i ¼ fcoal mining; oil mining; gas miningg
(20.18)

tCO2
it ¼ txuCO2;tXP

CO2
i (20.19)

The supply price, PSit, is the aggregate of the
domestically produced commodity and the im-
ported variety. This includes the domestic sales
tax and tariffs. The tax per unit of fuel i is given
by the carbon tax rate txuCO2;t (U per ton of CO2)
multiplied by XPCO2

i , the emission coefficient
(tons of CO2 per unit of i). The unit of measure-
ment of industry or commodity output is billion
2014 yuan. The carbon tax is multiplied by a
combustion ratio, rcmb

ij , which is less than one

for cases such as the use of oil as feedstocks in
the chemicals industry. It is one in most cases.

Households also pay the carbon tax on their
fossil fuel purchases (denoted by a C superscript
to represent consumption):

PC;IO
it ¼ 	

1þ tcit


PSit þ tCO2

i;hh;t (20.20)

China has a large nonmetallic mineral (NMM)
products sector which includes cement. The pro-
duction process for cement generates a lot of CO2

beyond those generated from fuel burning. We
thus set the purchaser price for NMM as the
sum of the seller price (PIj) plus the regular sales
taxes (ttj) and the process CO2 tax:

PItj ¼
�
1þ ttj

�
PIj þ txpuj

j ¼ Nonmetallic Mineral Products
(20.21)

txpuj ¼ txuCO2 XPproCO2
j

The process tax is given by the carbon tax rate
multiplied by the process emission coefficient
XPproCO2

j (tons of process CO2 per unit of output j).
Total national CO2 emissions is thus the sum

of primary emissions and process emissions:

EMCO2
t ¼

X
j

X
i˛fossil

rcmb
ij XPCO2

it Aijt

þ XPproCO2
NMM QINMM;t

(20.22)

where Aijt is the quantity of input i in industry j,
and QIjt is the quantity of industry output.

The carbon tax will raise new revenues for the
government. The issue of how different methods
of revenue recycling affect overall welfare costs
of environmental policies and have different dis-
tribution effects is discussed in a large literature.9

Here we maintain fiscal neutrality by cutting all
existing taxes, for example, the VAT tax rate (tVt )

9 Fawcett et al. (2018) introduces the studies of many models in a special issue of Climate Change Economics devoted
to this topic. Study by Jorgenson et al. (2011) is a contribution to a special issue devoted to distributional impacts of
carbon policies.
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and capital income tax rate (tKt ) are cut from base
case rates by a tax scaling factor ltaxscalet :

tVt ¼ ltaxscalet tVt;Base; t
K
t ¼ ltaxscalet tKt;Base (20.23)

This tax cut factor is determined endoge-
nously to maintain “real revenue neutrality” by
requiring aggregate government purchases to
equal the base case levels in real terms in each
period10. Keeping the level of public goods un-
changed allow us to focus on the changes in pri-
vate consumption and investment due to the
carbon price, simplifying the welfare
comparisons.

20.4 The impact of a carbon tax

The discussions of a carbon tax for China have
not arrived at a consensus of the level of tax that
the government could likely consider. The
announced plans for the national ETS so far
have also not included a specific target for the
cap. What we have are the government CO2-in-
tensity goals in the 13th five-year plan for
2016e20 and the intensity goal in the NDC sub-
mitted in 2016 to the United Nations Framework
Convention on Climate Change. That goal is to
cut the CO2-GDP intensity by 60e65% by 2030
compared to 2005 levels. The 10.5 billion tons
of CO2 emitted in 2014 is a 27% reduction in in-
tensity from 2005 (Janssens-Maenhout et al.,
2017). In the base case shown in Table 20.2 the in-
tensity falls from 0.143 kg CO2/U in 2017 to
0.086 in 2030, a 59.4% reduction from 2005 levels.

We thus chose two carbon price paths to illus-
trate the effects simulated by our model; the first
meets the midpoint of the NDC targetda 62.5%
reduction in CO2-GDP intensity by 2030 starting
from the actual fuel consumption in our 2014
base year, and the second price path meets the
65% target. We chose a linear increase in the car-
bon tax level start from 2020 and iterated on a

path of carbon tax rates (U per ton of CO2) until
we reach that targeted 62.5% or 65% reduction in
the 2030 CO2-GDP ratio (note that both emis-
sions and GDP are endogenous). For the 62.5%
reduction, the path turns out to start from 10
U/ton in 2020 and rise to 160U in 2030
(US$24), while the 65% reduction requires a price
of 320U in 2030.

The impact of this carbon tax path on the main
economic and energy variables is given in Ta-
ble 20.3; we report the percent change in the
key variables between the base case and policy
cases for 2020 and 2030. The key advantage of
a market instrument like a carbon price, as
opposed to, say, a regulation on production stan-
dards, is the impact on prices to encourage con-
servation of all carbon-intensive products. We
report the impact on industry prices and output
in 2030 in Table 20.4 and plot the change in pri-
ces for 2020 and 2030 in Fig. 20.4 for the 62.5%
case.

We first focus on the 62.5% intensity reduc-
tion case. The carbon tax results in much higher
prices for coal, þ2.2% in the first year and þ19%
by 2030, encouraging all industries and house-
holds to reduce coal use. This leads to a reduc-
tion in the domestic output (and total use) of
coal, �1.2% in 2020 and �8.1% in 2030. Oil min-
ing prices rise by 3.8% by 2030 and gas mining
prices by 7.1%. The higher cost of fuels raises
the price of electricity by 0.5% in the first year
and by 4.1% in 2030 (note that this is the price
of delivered electricity, the generator price rises
by much more).

The higher cost of fossil fuels and electricity
causes the energy-intensive industries to raise
their prices and output to fall by more than the
changes in the less-energy-intensive sectors.
Electricity output falls by 2.7% by 2030, NMM
products, metals smelting, and chemicals
fall by 1.5%, 2.6%, and 1.6%, respectively, while
the less carbon-intensive manufacturing

10 This targeting of real purchases is explained in equation (A62) in the Model Appendix (Cao and Ho, 2017).
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sectorsdfood, electronic equipment, transporta-
tion equipmentdfall by less than 0.6%. Oil faces
a moderate carbon tax and refined products
price rise by 2.9% by 2030; this leads to an in-
crease in transportation services price of 0.45%
and a reduction in output of 0.48%.

The changes in industry output are caused by
the changes in prices and by the changes in the
composition of final demand. Recall that the
new carbon tax revenues are recycled back by
cutting existing taxes, taxes that are dominated
by the VAT, and capital income tax. These
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FIGURE 20.4 Impact of carbon taxes on industry output prices; 62.5% reduction case.

20. Analyzing carbon price policies using a general equilibrium model472



recycled taxes come to about 2.1% of total govern-
ment revenues. The biggest beneficiary of the tax
cut is enterprises which distribute part of their
profits as “dividends,” and use the retained earn-
ings for investment. The distribution of value
added in China is tilted more toward capital in-
come compared to the rich market economies,
the share of GDP at factor cost going to capital
(including land) income being over 50% in 2014
compared to 44% for the United States.11 That
is, labor income has a smaller weight in China’s
GDP compared to the richer countries. House-
holds do get a cut in their labor income tax and
an increase in dividends, but their increase in
nominal income is smaller than the increase in en-
terprise retained earnings. The tax recycling thus
results in a small shift in nominal expenditures
away from consumption to investment in the
main categories of final demand (GDP is the
sum of consumption, investment, government,
and exports less imports).

Investment goods are dominated by construc-
tion, machinery, electrical equipment, and trans-
portation equipment, which in turn means a
demand for metals and cement (NMM prod-
ucts). The output effects are thus complicated;
on one hand the energy-intensive goods like
metals and NMM products face higher costs,
but on the other hand they enjoy a small shift
in demand from consumption to investment.
The net effect of aggregate consumption and in-
vestment is given in Table 20.3. In the first year,
real GDP and consumption fall by a tiny 0.01%,
while real investment falls by a bit more. This
lower investment, however, cumulates into a
smaller capital stock over time. Thus by 2030,
there is the same number of workers as in the
base case, but the capital stock is 0.1% smaller.
This reduction in factor supplies and the distor-
tion of the carbon tax leads to GDP being

0.13% smaller in 2030 and aggregate investment
being 0.17% lower. The impact on GDP over
time is plotted in Fig. 20.5 and shows the rising
gap with the base case GDP.

The composition of household consumption is
significantly altered by the direct price effects of
the carbon tax and the indirect effects of the cuts
in other taxes. The income effect is small, and the
main effect is through prices. First recall that in
the discussion of consumption classifications in
Section 20.3.1, we noted how the first-stage de-
mands for electricity, OHE, transportation, con-
sumer goods, and services bundles are
allocated to the detailed consumption items
valued at purchaser’s prices that include trade
and other margins. These are then bridged to
the commodity classification in the IO accounts
valued at factory gate prices. The changes in en-
ergy consumption for both classifications are
given in Table 20.5 for 2030 to illustrate the
importance of keeping these distinct concepts
clear. The change in the main energy purchases
at the IO commodity classification is plotted in
Fig. 20.6 for 2020-30 (percent change from the
base case).

The reduction in real consumption of OHE is
1.5% in 2030 and that is composed of a reduction
in coal and heating by 1.0% and gas by 1.7% in
the consumption classification. The reduction
in total transportation demand is 0.58% and
that is composed of motor fuels (�0.43%),
vehicle maintenance (�0.46%), and transporta-
tion services (�0.58%). These reductions are
translated to changes in the IO classifications
for petroleum refining and cooking products
of �1.9%, coal �14%, and gas �2.7%. In the IO
accounts, transportation services demand falls
by 0.39% and electricity and hot water by 2.8%.

The rising path of carbon prices generates a
steady reduction in the use of household

11 The National Accounts in both countries do not make estimates to the contribution of capital by the self-employed,
noncorporate entities. Wemake a simple estimate for land rent in China, and the US value-added estimates, including
noncorporate capital, are taken from Jorgenson et al. (2019).
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energy. From Fig. 20.5 (using the IO classifica-
tions), we see that household electricity con-
sumption is reduced by only 0.34% in the first
year, but with the lower GDP (and household
incomes) and much higher electricity prices in
2030, it is then reduced by 2.9%. The change in
coal consumption rises from �1.9% to �14%
in 2030.

Emissions of CO2 are linked to the physical
units of coal, oil, and gas in tons or cubic meters.
This is best linked to the factory gate measures of
the output of coal, oil, and gas. Given our discus-
sion of the two distinct concepts of consumption
measures, we emphasize that it is important to
measure emissions in a way that is closest to
the physical units; the changes in the constant
dollar quantities of motor fuels as classified in
the consumption expenditure accounts may un-
derstate the changes in physical units due to
the inclusion of margins which vary over time.

The changes in industry output and fuel use
lead to significant changes in emissions of local
pollutants and CO2. As shown in Table 20.3,
coal use falls by 10% in 2030 and that is the major
contributor to a reduction in primary particulate
matter (PM) of 3.6% and a reduction in sulfur di-
oxide of 6.4%. The reduction in PM is smaller
than the change in coal use because there is a
large emission of PM from industrial processes,
and the reduction of, say, NMM products is
only 1.5%. There is thus a substantial cobenefit
in the effort to reduce CO2 emissionsda major
reduction in local air pollution. The reduction
in oil use is 1.9% and that contributes to a total
CO2 reduction of 7.7% in 2030. In terms of en-
ergy (measured as tons of standard coal equiva-
lent in the China accounts), the reduction is only
6.8% in 2030 due to the shift from coal to oil and
gas. The change in energy use and CO2 emis-
sions over time is also plotted in Fig. 20.5 (scale
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on the right-hand axis). We see that the gap be-
tween the policy path and the base case is rising
over time but at a diminishing rate, unlike the
GDP gap that is accelerating due to the invest-
ment effect.

20.4.1 Distributional effects

The equivalent variation of the policy effect
is given by first evaluating the expenditure
function (20.17) for the base case and the policy
case, both using the base case prices, and then
taking the difference between them. We report
the effects for different income quintiles, re-
gions, and household sizes in Table 20.6. The
difference in effects among the different demo-
graphic groups is small. This is due to two

reasons, first, the energy shares are very small,
and second, there are two opposing effects of
the higher energy prices. Electricity and OHE
are income inelastic, but transportation is in-
come elastic; the higher energy prices hurt the
poorer groups more for their use of electricity
and OHE, whereas they hurt the richer
groups more for their transportation demand.
The result is that there is not a smooth
progressive or regressive effect among the
five income quintiles; in the 62.5% case, the
fourth quintile suffers the least and the second
quintile, the most. The East region has the high-
est shares of electricity, OHE, and transporta-
tion in consumption and suffers the largest
loss in welfare. The size 4 þ households have
the highest electricity and home energy shares
while the size 1-2 households have the highest
transportation shares, and these two groups
have bigger welfare losses than the size 3
households.

20.4.2 The 65% intensity reduction case

We also considered an alternative path of
higher carbon taxes that would be required to
hit the upper end of the CO2-GDP intensity
goal of the government, a 65% reduction in
2030 compared to 2005 levels. The main results
are also given in Tables 20.3 and 20.4. To achieve
this target, we simulated a path that rises from
18U per ton of CO2 in 2020 to 320U (about
$47), slightly more than double the taxes in the
62.5% case.

The effects on industry prices and output also
about doubled. The reduction in coal output in
2030 is 15% instead of the 8.1% in the less ambi-
tious case. GDP in 2030 is lower by 0.48%
compared to 0.13%. The industry effects are not
linear depending on the elasticities of substitu-
tion. The reduction of coal use is a bit less
than doubled while the reduction in oil use is
doubled (�3.8% vs. �1.9%). This means that

TABLE 20.5 Effect of carbon tax on household en-
ergy consumption in 2030; 62.5% case
(% change from base case).

Consumption commodity bundles (including trade and other
margins)

Electricity �2.0

Other home energy �1.5

Coal and heating �1.0

Gas �1.7

Transportation �0.58

Motor fuels �0.43

Vehicle maintenance �0.46

Transportation services �0.58

Inputeoutput commodity at factory gate prices

Coal �14.1

Petroleum refining and coking �1.9

Electricity and hot water �2.8

Gas utilities �2.7

Transportation services �0.39
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the reduction in local pollutants is less than
doubled. The more than proportionate reduction
in GDP indicates the steepness of the marginal
cost curve for emission reduction. The ranking
of distributional impacts is the same as that in
the 62.5% case.

20.5 Conclusion

The Special Report issued by the Intergovern-
mental Panel on Climate Change in October
2018 noted the immense challenges of limiting
global warming to 1.5C above preindustrial
levels.12 The government of China has announced
ambitious targets as part of the Paris
Agreementdreducing the carbon intensity of
GDP by 60%e65% by 2030 compared to 2005
levels. Given the expected continued growth of
GDP at more than 5% per year, achieving this

target would still very likely mean rising CO2

emissions from China up to 2030. The govern-
ment is set to introduce a national emissions
trading system (ETS), but implementation diffi-
culties have delayed the program and limited its
scope as discussed in Cao et al. (2018b). Many an-
alysts have argued for considering a carbon tax
that would cover the entire economy and avoid
putting the burden on only a limited set of indus-
tries as under the ETS.

We examine how a carbon tax could meet the
60%e65% intensity reduction goal using an
economic-energy model of China. We incorpo-
rated an econometric model of household de-
mand that explicitly accounts for electricity,
household energy, and transportation. That con-
sumption function is based on the pioneering
work of Jorgenson and Slesnick and is estimated
over repeated cross-sections of household
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FIGURE 20.6 Effect of carbon tax on household energy use; 62.5% case (% reduction from base case).

12 The Summary for Policymakers is available at https://www.ipcc.ch/news_and_events/pr_181008_P48_spm.
shtml, which also provides a link to the full IPCC report.
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consumption data (1992e2009), giving good es-
timates of price and income elasticities. The con-
sumption model distinguishes households by
demographic characteristics allowing us to
discuss the distributional impacts of policies.

Our simulations indicate that a tax that rises to
160 yuan (about US$25) per ton of CO2 by 2030
would be sufficient to meet midpoint of that
goal. Such a tax would reduce coal use by 10%
in 2030 and reduce GDP by a modest 0.1%
when the carbon tax revenues are recycled by
reducing existing taxes. Household electricity
use falls by 3% and transportation demand falls
by 0.4%. The reduction in fossil fuel use will
also reduce significantly the emissions of local
pollutants that cause the very poor air quality in
Chinadsulfur dioxide, nitrogen oxides, and PM.

Our use of a general equilibrium model that is
based in part on econometrically estimated func-
tions is in the tradition strongly emphasized by

Jorgenson.Thevalueofhavingaflexible consump-
tion function in such simulationmodels is cleardit
allows a richer set of substitution possibilities and
the use of empirically grounded income elastici-
ties. We also highlighted Jorgenson’s significant
contribution to welfare measurement that is tied
to using a tractablemodel that accounts for hetero-
geneity among households. Jorgenson’s lifetime
contribution to productivity measurement and
modeling is substantial and we hope is obvious
in our application here.

Appendix. Economic-energy growth model
of China

An economic growth model of China is used
to estimate the impact of policy on industrial
output, energy use, and household consump-
tion. It is a myopic model where savings and in-
vestment are determined using a simple savings
rule (often called a dynamic recursive model).
The model has 33 industries, including coal min-
ing, electricity, transportation, and 16
manufacturing sectors. Labor and new capital
is mobile across sectors in any given period.
The electricity sector includes generation from
all sources as well as transmission and distribu-
tion; it is assumed to have constant returns to
scale and the price of electricity clears the mar-
ket. The government collects taxes on valued
added, output, capital income, labor income,
and imports. Enterprises use part of their after-
tax income for investment and the remainder is
given to households as dividends. This is a
revised version of the model given in Nielsen
and Ho (2013); the model details, including
equations, are given in a technical appendix,
Cao and Ho (2017).

In this version of the model, the production
functions are nested CES functions shown in
Fig. 20.A1. We assume a common rate of total
factor productivity growth across all industries,
but the share parameters are projected forward
starting from the 2014 base year using

TABLE 20.6 Impact of carbon taxes on different
household groups; equivalent variation
in 2030 (% change in money measure
of welfare from base case).

Nation 62.5% case 65% case

Income groups

First quintile �0.30922 �0.65117

Second quintile �0.30931 �0.65124

Third quintile �0.30923 �0.65120

Fourth quintile �0.30920 �0.65116

Fifth quintile �0.30928 �0.65124

Region

East �0.30926 �0.65122

Central �0.30922 �0.65125

West �0.30918 �0.65121

Household size (households with children)

1e2 �0.30924 �0.65120

3 �0.30921 �0.65119

4þ �0.30924 �0.65112
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information from the US IO table for 2007. This
means that we are projecting energy conserva-
tion (sometimes called autonomous energy effi-
ciency improvement), and also projecting a
shift in the composition of energy away from
coal and toward electricity. The base case energy
consumption is calibrated to the projections
given by the International Energy Agency (IEA,
2016).

Household demand is given by an “exact ag-
gregation” over household types that are distin-
guished by size, age of head. and region. This
function is estimated over household survey
data that allow us to estimate the different shares
allocated to various consumption baskets by the
different household types. This function also
gives us income elasticities that are different
from 1; we estimated that as incomes rise, a
smaller share is devoted to electricity and con-
sumer goods and a bigger share to transportation
and services. Our model allows us to discuss the
distribution impact of a policy change, e.g., how
poor households, or those in the West, are
affected differently compared to other house-
holds. We express household welfare as a func-
tion of the level of consumption of each item in

the basket, and each household type has its own
function. The welfare impact of a policy change
is measured as the “equivalent variation” of the
policy compared to the no-policy case; this is a
money measure of this welfare function. (These
welfare calculations are described in Jorgenson
et al. (2013 Chapter 3).) This welfare measure
only covers private consumption; environmental
quality and government-supplied public goods
are not included, and policy scenarios are
designed to keep public expenditures constant.
The household demand function contributes an
endogenous source of structural change in the
economy in the base case. The household supplies
labor, and effective labor supply is given by pop-
ulation growth, adjusted for aging and improve-
ment in the level of education.

The total supply of each commodity is a CES
aggregate of a domestically produced variety
and an imported one, that is, they are regarded
as imperfect substitutes. The export of each com-
modity is given by a constant-elasticity transfor-
mation function of domestic and world prices.
The current account balance is equal to the trade
balance plus exogenous terms for transfers and
net interest/dividend flows. The exogenous cur-
rent account balance in each period is met by an
endogenous terms-of-trade (real exchange rate)
variable.

The exogenous drivers of growth are the
working-age population, labor quality (which
determines the effective labor force), investment
(driven by an exogenous savings rate and the
rate of retained earnings), capital quality, and to-
tal factor productivity growth. The projections of
these drivers are given in Table 20.A1. We expect

QI
CES

MVE
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CES

CES CES

Cobb–Douglas

Capital Land
Labor

Coal  Oil-mine Gas-mine Refining Electricity Gas

nonenergy intermediates

FIGURE 20.A1 Production structure.

TABLE 20.A1 Parameters of growth model for the base case.

Savings rate Dividend rate Population Workers
Labor input
(quality adjusted) Productivity index

Base year 2014 38.9% 41.7% 1368 773 100.0 100.0

2020 30.8% 52.8% 1403 765 99.9 109.4

2040 20.1% 63.9% 1395 712 93.0 121.6
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the current effort to restructure the economy
from investment to consumption to continue,
and project that savings rate will fall steadily
from 38.9% in the base year to 20.1% in 2040.
While the working age population is expected
to fall from 890 million in 2014 to 844 in 2030, ris-
ing labor quality meant that effective labor input
continues to rise modestly until 2019 before fall-
ing gradually. The last column of Table 20.A1
gives the industry-level TFP index; we project
that this grows at 1.5% during 2014e20. Over
the period 2014e20 GDP growth is projected at
6.5% per year, and at 5.0% for 2020e30. There
is substantial energy conservation projected;
the growth of energy consumption is only 1.5%
per year during 2020e30; CO2 emissions growth
is even lower at 1.2% with the falling share of
coal in total energy.
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GDP and social welfare: an assessment
using regional data1

Daniel T. Slesnick
Department of Economics, University of Texas at Austin, Austin, TX, United States

21.1 Introduction

There is an old saying in the economics pro-
fession that microeconomics is what we under-
stand but macroeconomics is what we care
about. Dale Jorgenson understood this maxim
from the beginning of his career as a graduate
student. All of his work has brought microeco-
nomics and econometrics to bear on questions
of deep import in terms of their larger macroeco-
nomic impacts and consequences. You can see
this in his work related to economic growth, pro-
ductivity, investment behavior, tax policy, index
number theory, applied general equilibrium
analysis, and producer and consumer behavior.
Dale has never wasted his time on trivial prob-
lems, and he has changed the way generations
of economists think about these issues in pro-
found and permanent ways.

There is perhaps no field in economics where
the aggregation problem is more vexing than the

measurement of economic welfare. For years,
economic well-being has been based on the tradi-
tional theoretical paradigm of individual utility
maximization. Well-being is generated by con-
sumption decisions, and individual welfare is
represented to be a function of income or con-
sumption. In this framework, the assessment of
the impacts of policies on welfare is typically
made using either Marshall’s (1920) concept of
consumer’s surplus, or Hicks’ (1942) equivalent
or compensating variation.

Over the last several decades, the domain of
welfare measurement expanded to accommo-
date alternative conceptual frameworks. Some
researchers have suggested that material well-
being is overly restrictive as the sole determinant
of welfare and have proposed subjective mea-
sures of well-being or happiness as alternatives.2

Largely inspired by Sen’s (1985, 1987, 1992)
work, others have moved beyond the ubiquitous
utility-based framework to incorporate elements

1 I would like to thankMunHo and Barbara Fraumeni for helpful comments and suggestions on an earlier draft of this
paper.
2 Van Praag (1971, 1994) provides early examples of subjective welfare measurement. More recent research is sum-
marized by Fleurbaey (2009), Kahneman and Krueger (2006), and Stevenson and Wolfers (2008).
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that clearly influence individual and social wel-
fare such as the levels social justice and personal
freedom.

These efforts have focused on measurement is-
sues related to individuals. As the old saying sug-
gests, policies are rarely evaluated on the basis of
their impact on specific individuals. Instead,
policy-makers care about the welfare effects on
groups of individuals and usually groups repre-
senting entire countries. This aggregation prob-
lem is often resolved by an assumption that
economy-wide outcomes are consistent with the
behavior of a rational representative agent. Un-
fortunately, there is a large body of empirical ev-
idence that shows that aggregate outcomes are
inconsistent with this assumption.3

One does not need to be a student of the his-
tory of economic thought to notice that the prob-
lem of social welfare measurement has drawn
the attention of the greatest minds of generations
of economists including Adam Smith, Bentham,
Marshall, Kaldor, Robbins, Scitovsky, Kuznets,
Hicks, Arrow, Samuelson, Tobin, Sen and Dale
Jorgenson. While widely considered, economists
have failed to reach a consensus on the appro-
priate foundation for measuring social welfare.
Inspired by Arrow’s (1951) famous impossibility
theorem, social choice theorists have devoted
their intellectual energy to demonstrations of
the robustness of Arrow’s central conclusion of
the inconsistency of a social welfare function
with core principles of social choice.

In parallel, gross domestic product (GDP) has
served as a workhorse in empirical work that

measures aggregate output and economic
growth. GDP has the practical advantage of be-
ing calculated by virtually every country, which
facilitates comparisons within countries over
time and across countries at a point in time. An-
alyses of aggregate and industry-specific growth
help us understand the process of production,
but the focus on output growth is often
motivated by concern for social welfare.
Although not always stated explicitly, higher
levels of production are simply assumed to
translate to higher levels of well-being, and
GDP is taken to be a measure of aggregate eco-
nomic welfare.

The influential report by Stiglitz et al. (2009) is
by no means the first to suggest that GDP is not a
reasonable measure of social welfare.4 From the
very inception of national income accounting, it
was recognized that GDP falls short as an indica-
tor of aggregate well-being. Dynan and Sheiner
(2018) quote Kuznets as stating in a 1934 report
to Congress that “. the welfare of a nation ..
can scarcely be inferred from a measure of na-
tional income.”5 The inadequacy of GDP as a
measure of social welfare spawned the era of
the “New Welfare Economics” in the 1940s and
1950s. Prominent economists of the time attemp-
ted to supplement national income statistics and
index numbers with a theoretical framework
that was grounded on welfare theoretic princi-
ples based on the Pareto principle. In the end,
this approach ranks social states based on poten-
tial levels of welfare and is less useful for the
evaluation of observed outcomes.6

3 Kirman (1992) provides a summary of conceptual and empirical arguments that show that the assumption of a
representative agent is untenable. An important alternative to the representative consumer assumption is described in
the seminal paper by Jorgenson et al. (1982) who developed an approach to welfare measurement based on exact
aggregation. See Slesnick (1998) for a survey of other empirical approaches to welfare measurement.
4 See Jorgenson (2018) for a summary of the shortcomings associated with the use of GDP as a measure of social
welfare.
5 See Dynan and Sheiner (2018), p. 5.
6 Chipman and Moore (1971, 1973) also noted that consistent rankings of social states using compensation principles
can only occur under restrictive conditions on individual preferences.
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Although many would agree that the concep-
tual basis for GDP as a social welfare measure is
weak, it is possible that it performs well as a
proxy. Jones and Klenow (2016) presented a
compelling alternative framework for social wel-
fare measurement that depends on consump-
tion, leisure, and life expectancy and
incorporates distributional concern in ranking
outcomes. This is an impressive empirical study,
and a key finding is that cross-country compari-
sons of social welfare are highly correlated with
per capita GDP. In this paper, I revisit this issue
and assess the performance of GDP as a proxy
for social welfare.

I perform this evaluation by comparing GDP
to a measure of social welfare developed within
the traditional framework in which individual
welfare functions depend on consumption and
serve as arguments of an explicit Bergsone
Samuelson social welfare function. By design,
the social welfare function satisfies principles
of social choice and depends on the distribution
of individual welfare in ranking social states.
Regional data published by the Bureau of Eco-
nomic Analysis (BEA) are used to compare
levels and trends of GDP with alternative mea-
sures of social welfare calculated for the four
major Census regions of the United States. The
use of regional information has the practical
advantage of (partially) mitigating significant
conceptual and measurement problems that
often plague cross-country comparisons even
within the standardized framework of national
income accounting.

The organization of the paper is as follows.
Section 21.2 presents regional estimates of levels
and growth rates of per capita GDP for the
United States. In Section 21.3, I propose alterna-
tive consumption-based measures of individual
welfare that are comparable to per capita GDP
and as easy to compute. These welfare functions
depend on expenditure levels that are estimated

using household survey data. They also depend
on household-specific price indexes that account
for regional variation of price levels for a variety
of goods and services. The individual welfare
functions serve as arguments of social welfare
functions that are designed to be consistent
with core principles of social choice. The social
welfare functions are defined in Section 21.4
and compared to per capita GDP using informa-
tion for the entire US economy. I assess the
empirical performance of per capita GDP as a
proxy for regional welfare using over 5 decades
of data in Section 21.5.

21.2 Regional Gross Domestic Product as
a welfare measure

As a component of the national income and
product accounts, the BEA produces GDP as a
measure of domestic production. By design, it
can be represented either by final expenditures
or by the incomes earned through the produc-
tion process.7 Using the final expenditure ac-
count, GDP is the sum of personal
consumption expenditures (PCE), gross private
domestic investment, net exports, and govern-
ment expenditures and gross investment.

It is difficult to see how any reasonable pro-
cess of aggregation of individual welfare func-
tions would yield GDP as a measure of social
welfare. Dynan and Sheiner (2018) note that
GDP includes items that are not typically associ-
ated with personal well-being such as invest-
ment by businesses, governments, and
households as well as production related to the
replacement of depreciated physical capital.
Nordhaus and Tobin (1972) highlight the
broader concern that there are factors other
than output or material well-being that influence
individual and social welfare. For example,
higher levels of production may be associated

7 For an excellent description of the US national income and product accounts, see Jorgenson and Landefeld (2006).
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with negative externalities such as pollution that
lower welfare. Nonmarket factors related to
household production also influence well-being
in ways that are not captured by GDP.8 Others
have noted that aggregate levels of production
do not account for potentially important distri-
butional effects that would be included in
equity-regarding social welfare functions.9

Nevertheless, GDP has persisted as a de facto
measure of social welfare driven by its ease of ac-
cess through the national accounts. An unan-
swered empirical question is the extent to which
social welfare levels, trends, and growth rates
are misrepresented by an index of aggregate pro-
duction such as real per capita GDP. This is of
practical concern to applied welfare economists
but also has implications for empirical questions
related to growth and development. For example,
neoclassical theories of economic growth have the
refutable implication that, with diminishing
returns to capital, per capita growth is inversely
related to initial levels of per capita income. If
GDP accurately represents economic well-being,
the implication is that the process of economic
growth leads to convergence in the standards of
living of rich and poor countries.10

The absence of long time series of comparable
estimates of economic variables across countries
makes empirical assessments of relative levels of
social welfare difficult. This has precipitated a
resurgence of interest in regional economics as
analysts assess the extent of convergence across
states or regions of the United States. For the
purpose of assessing the performance of GDP
as a proxy for economic well-being, I follow
the empirical strategy used by Barro and Sala-i-
Martin (1992) and examine state-level estimates

of GDP produced by the BEA over the period be-
tween 1963 and 2017. Using Gross State Products
and the populations of all US states, regional es-
timates of per capita GDP are obtained by aggre-
gating over the following partition of states:

Northeast: Connecticut, Maine,
Massachusetts, New Hampshire, New Jersey,
New York, Pennsylvania, Rhode Island,
Vermont.
Midwest: Illinois, Indiana, Iowa, Kansas,
Michigan, Minnesota, Missouri, Nebraska,
North Dakota, Ohio, South Dakota,
Wisconsin.
South: Alabama, Arkansas, Delaware,
District of Columbia, Florida, Georgia,
Kentucky, Louisiana, Maryland, Mississippi,
North Carolina, Oklahoma, South Carolina,
Tennessee, Texas, Virginia, West Virginia.
West: Alaska, Arizona, California, Colorado,
Hawaii, Idaho, Montana, Nevada, New
Mexico, Oregon, Utah, Washington,
Wyoming.

A GDP-based welfare measure is defined to
be the log of real per capita GDP for each region:

GDPrt ¼ ln
�

Yrt

Pt Nrt

�
ðr ¼ 1; 2;.4; t ¼ 1963;.; 2017Þ

(21.1)

where

GDPrt is the log of real per capita GDP of
region r at time t.
Yrt is the aggregate GDP of region r at time t.
Pt is the US GDP price deflator.
Nrt is the number of persons in region r at
time t.

8 Attanasio et al. (2015) provide an example of this type of welfare measurement in their examination of the evolution
of income, consumption, and leisure inequality over time.
9 The Stiglitz et al. (2009) report has stimulated a renewed interest in incorporating distributional effects in assessing
social outcomes. Jorgenson and Slesnick (2014) and Piketty et al. (2018) have proposed frameworks for social welfare
measurement in the national accounts that incorporate principles of equity.
10 See, for example, Barro and Sala-i-Martin (1991,1992).
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Note that a national price index is used to
deflate regional GDP out of practical necessity.
Although the BEA has produced estimates of
regional price parities recently, only economy-
wide price indexes are available over the entire
sample period between 1963 and 2017.

In 2017 nominal levels of GDP of both the
Northeast and Midwest regions were $3.9 tril-
lion, while GDP in the West and the South
were $4.9 trillion and $6.6 trillion. This would
place all four regions among the largest econo-
mies in the world. In assessing regional welfare
levels, it is important to note at the outset that
there were significant changes in the regional
distribution of the US population between 1963
and 2017. These changes were undoubtedly
endogenous, and affected and were affected
by regional differences of welfare levels.
Fig. 21.1 shows the South grew over time from
31% of the population in 1963 to 38% in 2017.
The West also showed higher than average pop-
ulation growth and accounted for almost 24% of
the total population by 2017. This growth was at
the expense of largely equivalent proportionate
reductions in the fractions of the populations in
the Northeast and Midwest.

The log of real per capita GDP defined in
(21.1) is shown for each region in Fig. 21.2. In
the early 1960s, there were small differences be-
tween the Northeast and the West, while levels
in the Midwest were between 5 and 10% lower
depending on the year. Per capita GDP in the
South was well below the other regions; in
some years as much as 30% lower than levels
attained in the Northeast. Over the 1960s and
the 1970s, growth in the South was higher than
in the other regions which resulted in significant
regional convergence through the mid-1980s.
Over this period, the highest levels of per capita
GDP were in the West followed by the North-
east, while levels in the South eventually
matched those in the Midwest. Beginning
around 1985, growth in the Northeast exceeded
that of the other regions, and by the early
1990s, the Northeast had the highest levels of

per capita GDP followed by the West, Midwest,
and the South. In 2017, per capita GDP in the
South remained almost 30% below the level in
the Northeast and differences between all re-
gions were large.

To more precisely quantify regional patterns
of growth, Table 21.1 shows average growth
rates for each region and the aggregate economy
over subperiods. Over the entire 54 years, the na-
tional growth rate averaged 2.0% per year
although there was substantial intertemporal
variation. The lowest growth occurred over the
decade that covered the Great Recession and
the highest average growth rate was between
1963 and 1970. Consistent with Fig. 21.2, average
growth rates between 1963 and 1980 were sub-
stantially higher in the South but lower than
average over the latter half of the sample period.
The Northeast had an average growth rate that
exceeded the national average over the 5 de-
cades, but the temporal pattern was the reverse
of the South, below-average growth early in
the sample period and higher than average
growth after 1980. The Midwest and West expe-
rienced below-average growth rates over the
entire sample period which contributed to the
divergence of levels of per capita GDP seen in
2017.

PCE represent economy-wide levels of
(mostly) household expenditures and comprise
approximately two-thirds of total GDP. Concep-
tually, per capita PCE is an appealing alternative
to GDP as a measure of social welfare, because it
reflects aggregate consumption levels. How do
the results change if we substitute PCE for
GDP in Eq. (21.1)? Define the log of real per cap-
ita PCE for each region as:

PCErt ¼ ln
�

Mrt

P�
t Nrt

�
ðr ¼ 1; 2;.4; t ¼ 1997;.; 2016Þ

(21.2)

where

PCErt is the log of real per capita PCE of
region r at time t.
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Mrt is the PCE in region r at time t.
P*

t is the US PCE price deflator.
Nrt is the number of persons in region r at
time t.

The BEA provides state-level PCE data over
the period from 1997 through 2016, and
Fig. 21.3 shows the regional levels of the log of
real per capita PCE over this period. The ordinal
rankings of per capita PCE across regions are
similar to those based on GDP. The Northeast
had the highest levels over the 2 decades and
the South had the lowest. By 2016, the propor-
tionate gap between the two regions reached
approximately 25% which generally matches
what was found in Fig. 21.2 with GDP. The
most obvious difference between the PCE- and
GDP-based indexes is the fact that per capita
GDP showed a much larger gap between the
West and the Midwest compared with per capita
PCE.

Table 21.2 compares the growth rates of real
per capita PCE with those based on real per cap-
ita GDP over the shorter sample period. The

consumption-based index increased at higher
rates both nationally and across regions
compared with GDP. Between 1997 and 2016,
per capita PCE had average annual growth rates
that were approximately 0.5% higher than corre-
sponding rates based on GDP.11 The regional
patterns of growth were similar, with the highest
growth rates in the Northeast and lower growth
rates in the Midwest and South.

Do either of these indexes support conclu-
sions of convergence of regional welfare levels?
I show the standard deviation of the
population-weighted log variance of the regional
indexes for both the GDP- and PCE-based mea-
sures in Fig. 21.4. Between-region dispersion of
real per capita GDP fell between the early
1960s and the early 1980s. This reflects the sharp
increase in per capita GDP in the South shown in
Fig. 21.2. After the 1980s, there was a U-turn and
dispersion in regional per capita GDP increased
as growth in the Northeast outpaced the other
regions. Fig. 21.4 also shows between-region
inequality of real per capita PCE was generally
below that of per capita GDP. Between-region
dispersion of the PCE-based index increased af-
ter 1997 and generally matched the trend of the
inequality index based on GDP. Neither index
supports the hypothesis of convergence of
regional welfare levels over time.

To summarize these results, data from the na-
tional accounts allow assessments of regional
welfare levels based on real per capita GDP.
Early in the sample period, real per capita GDP
in the South was well below the Northeast,
West, and Midwest regions. Between the 1960s
and the 1980s, growth in the South was higher
than the other regions which served to narrow
the gap in per capita GDP. This level of growth
was not sustained, and between-region disper-
sion began to increase beginning in the early

TABLE 21.1 Average annual growth of real per
capita GDP: 1963e2017.

National Northeast Midwest South West

1963e70 2.89% 2.84% 2.42% 3.90% 2.28%

1970e80 2.09% 1.37% 1.72% 2.77% 2.53%

1980e90 2.30% 3.31% 2.09% 2.02% 1.84%

1990e2000 2.66% 2.75% 2.98% 2.55% 2.49%

2000e10 0.75% 1.10% 0.38% 0.90% 0.63%

2010e17 1.31% 1.30% 1.63% 0.92% 1.66%

1963e2017 1.99% 2.12% 1.85% 2.15% 1.90%

GDP, gross domestic product.

11 The lower growth rate of GDP relative to PCEwas largely the result of a lower than average increase of government
consumption expenditures and gross investment.
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1990s. Over the latter half of the sample period,
the highest levels of per capita GDP were
attained in the Northeast followed by the West,

Midwest, and the South. Replacing the GDP-
based measure with real per capita PCE yields
qualitatively similar results although the latter
shows higher average growth rates over
the shorter period between 1997 and 2016.
Neither the GDP- nor the PCE-based indexes
support a conclusion of regional convergence
over time.

21.3 Individual welfare, consumption, and
prices

While GDP has served as a frequently used
measure of social welfare, measures of individ-
ual welfare in the United States are often repre-
sented to be functions of income. Official
measures of poverty depend on household in-
come, and inequality is predominantly assessed
using either individual earnings, individual in-
come, family income, or household income.
The reliance on income to measure individual
welfare has largely been the result of practical
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FIGURE 21.3 Regional real per capita personal consumption expenditures (PCE).

TABLE 21.2 Average annual growth of real per
capita PCE: 1997e2016.

National Northeast Midwest South West

1997e2000 3.95% 4.12% 3.80% 3.81% 4.23%

2000e10 1.13% 1.62% 0.98% 1.06% 1.05%

2010e16 1.65% 1.65% 1.69% 1.56% 1.82%

1997e2016 1.74% 2.02% 1.65% 1.65% 1.79%

Average annual growth of real per capita GDP: 1997e2016

National Northeast Midwest South West

1997e2000 3.24% 3.31% 2.92% 2.94% 3.99%

2000e10 0.75% 1.10% 0.38% 0.90% 0.63%

2010e16 1.30% 1.33% 1.72% 0.85% 1.60%

1997e2016 1.31% 1.52% 1.21% 1.21% 1.47%

GDP, gross domestic product; PCE, personal consumption
expenditures.
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considerations of data availability; historically
only income data were available at annual
frequencies.12

There are theoretical reasons to expect
consumption-based measures to provide more
accurate representations of individual welfare
in both static and intertemporal contexts. In
modeling consumer behavior, the traditional
framework assumes individual utility is derived
from the consumption of goods and services. In
an intertemporal context, Friedman’s (1957) per-
manent income hypothesis suggests that con-
sumption decisions are made on the basis of
permanent income, implying that total con-
sumption would serve as a more accurate proxy
for lifetime income.13

To define an individual welfare function
based on consumption, specifications are used
that are as easy to compute as real per capita
GDP or PCE. The welfare function is similar to
(21.1), so that differences between the measure
of social welfare and per capita GDP cannot be
ascribed to the choice of functional form. I begin
with additional notation:

pikdthe price of the ith good faced by
individual k (i ¼ 1,2, ., I; k ¼ 1,2, ., N).
xikdthe quantity consumed of the ith good by
individual k (i ¼ 1,2, ., I; k ¼ 1,2, ., N).

Mk ¼ PI
i¼ 1

pikxikdtotal expenditure of

individual k (k ¼ 1,2, .,N).
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FIGURE 21.4 Between-region inequality. GDP, gross domestic product; PCE, personal consumption expenditures.

12 In the United States, annual income-based measures of poverty and inequality are often based on the Current
Population Surveys produced by the Bureau of the Census.
13 For additional discussion, see Attanasio and Pistaferri (2016) and Slesnick (2001).
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Analogous to (21.2), the individual welfare
function is taken to be the log of total expendi-
ture deflated by an individual-specific Paasche
price index:

WkðPk; MkÞ ¼ ln
�
Mk

Pk

�
ðk ¼ 1; 2;.NÞ

(21.3)

and

Pk ¼ Mk

M0
k

¼

PI
i¼ 1

pikxik

PI
i¼ 1

p0i xik

(21.4)

where p0i is the reference price of the ith com-
modity and M0

k is the level of total expenditure
evaluated at reference prices. By contrast
with real per capita GDP defined in (21.1), indi-
vidual welfare is evaluated under the more
realistic assumption that prices vary across
the population, and the impacts of price
changes depend on individuals’ expenditure
patterns. For example, the welfare function
(21.3) accounts for the fact that housing
prices may be higher for individuals living in
the Northeast compared to the South and in-
creases in the prices of necessities have a
larger negative impact on the poor relative to
the rich. This treatment of prices will turn out
to be particularly influential in the empirical
results.

Although the welfare function is defined for
individuals (as opposed to households), the
simplicity of the specification omits features
that could be important. First, all individuals
with the same level of total expenditure are
assumed to have the same level of welfare if
they face the same prices. This may be

counterfactual if the needs of individuals differ
based on their demographic characteristics
(such as adults vs. children). Living arrange-
ments and the associated economies of scale in
consumption may also influence well-being
beyond what is measured in Eq. (21.3). Finally,
while use of a Paasche price index greatly sim-
plifies calculations, it is “inexact” as a true cost-
of-living index in the sense originally defined
by Diewert (1976).14

21.3.1 Measuring consumption

Calculation of the consumption-based mea-
sure of individual welfare requires estimates of
expenditures and prices. The only comprehen-
sive sources of microlevel expenditure data
that can be compared with GDP over an
extended time period are the Consumer Expen-
diture Surveys (CEX) published by the Bureau
of Labor Statistics (BLS). These surveys are
representative national samples that were
created for the purpose of estimating the
weights needed to compute the CPI. They
were administered approximately every 10
years until 1980 when the data were collected
annually. Our sample includes the surveys
covering 1960e61, 1972, 1973, and 1980 through
2016.

Expenditures in the 1961 survey were esti-
mated using a single interview and the results
were reported on an annual basis. In the 1972
and 1973 surveys, the consumer unit was inter-
viewed over five quarters for most items but,
as in 1961, only the annual expenditures were
reported. Beginning in 1980, the CEX changed
to a rolling panel format in which each con-
sumer unit was in the sample for five quarters.
The first interview in the first quarter collected

14 The advantage of using a Paasche index is its computational simplicity and minimal data requirements. It can be
computed for each individual using only current period prices and expenditures along with reference prices. An
alternative approach was proposed by Jorgenson and Slesnick (1983) who estimated household-level true cost-of-
living indexes using an econometric model that allowed recovery of the household expenditure function.
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demographic information and a partial inven-
tory of consumer durables. In the remaining
four interviews, detailed expenditure informa-
tion was collected and reported on a quarterly
basis.

To avoid issues of attrition and the weight-
ing of nonrepresentative samples, I use obser-
vations from the second quarter of each
survey year from 1980 through 2016. Each
quarterly data set is designed to be a represen-
tative sample of the US population. For the
welfare calculations, quarterly expenditures
are multiplied by four to obtain total expendi-
ture on an annual basis. The sample size for
the 1961 survey was approximately 13,000
households, in 1972 and 1973, the sample sizes
were around 9500, and the post-1980 samples
ranged from between 4000 and 7500
households.

The CEX reports the out-of-pocket expendi-
tures of the consumer unit. I divide total expen-
diture into six commodity groups: energy, food,
consumer goods, durables, housing (rental or
owner occupied), and consumer services. I use
a definition of total expenditure that differs
from that used by the BLS in several ways. Gifts
and cash contributions are deleted because
altruistic spending requires a conceptual frame-
work that is different from the current frame-
work for measuring individual and social
welfare. Pensions, retirement contributions,
and Social Security payments are also removed
because they represent components of saving

rather than consumption. Outlays on owner-
occupied housing are replaced with consumer
units estimated rental equivalents. The pur-
chases of durables are replaced with estimates
of the services received from the households’
stocks.15

A consumer unit in the CEX is a group of in-
dividuals who are related by blood or mar-
riage, financially independent single
individuals, or a group of individuals who
make joint financial decisions. The expendi-
tures of all individuals within a consumer
unit are aggregated which makes it difficult
to directly identify the spending of each indi-
vidual in multiperson units. For the measure-
ment of welfare, we take the unit of
observation to be an individual and assume to-
tal spending is allocated equally among all
members of the consumer unit. This is clearly
an oversimplification of the intrahousehold
allocation process but, in the current context,
has the advantage of maintaining consistency
with the assumption implicit in the use of real
per capita GDP as a measure of social
welfare.16

Before developing an explicit social welfare
function, it is useful to assess whether the
substitution of CEX-based expenditure data
for GDP changes conclusions concerning
regional welfare levels and patterns of growth.
For this purpose, I recalculate real aggregate
expenditure per capita using the PCE
deflator as in (21.2) but substitute estimates of

15 The methods used to compute the rental equivalent of owner-occupied housing and the service flows from con-
sumer durables are described by Slesnick (2001).
16 An alternative approach is to evaluate and compare household welfare and assume every individual in the
household attains the same welfare level. In this framework, comparisons of welfare across households are typically
made by deflating income or total expenditure by household equivalence scales. Early examples of this approach
include Jorgenson and Slesnick (1984a, 1984b, 1987). Slesnick (2001) assesses the sensitivity of household welfare
measures to alternative representations of household equivalence scales including the per capita adjustment. Recent
approaches tackle the issue of intrahousehold allocation decisions directly and measure the welfare levels of in-
dividuals living in the household. See Browning et al. (2013), Lewbel and Pendakur (2008) and Lise and Seitz (2011).
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regional expenditures and population from the
CEX:

CEXrt ¼ ln
�P

Mkrt

P�
t Nrt

�
ðr ¼ 1; 2;.4; t ¼ 1961;.; 2016Þ

(21.5)

where

CEXrt is the log of real per capita CEX-based
total expenditure of region r at time t.P

Mkrt is the CEX-based sum of total
expenditure over all individuals in region r at
time t.
P*

t is the US PCE price deflator.
Nrt is the number of persons in region r at
time t as tabulated in the CEX.

Fig. 21.5 shows regional levels of per capita
consumption for each year for which the CEX
was administered. Comparison of Fig. 21.5
with Fig. 21.2 shows that many of the

qualitative conclusions concerning regional
levels and growth rates of per capita expendi-
ture and per capita GDP are similar. In 1961,
per capita expenditure in the South was
approximately 35% below the Northeast.
From 1961 through the early 1980s, growth
in the South exceeded the other regions,
and differences in levels of real per capita
expenditure narrowed to such an extent
that between-region dispersion was virtually
eliminated. Beginning in the mid-1980s,
growth in the Northeast and West exceeded
the other regions, and, by 2016, levels of real
per capita expenditure in these two regions
exceeded levels attained in the Midwest and
the South. After the mid-1980s, the highest
levels of per capita expenditure were found in
the Northeast followed by the West, Midwest,
and South in most years. These patterns match
those tabulated using real per capita GDP quite
closely.
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FIGURE 21.5 Consumer Expenditure Surveys (CEX)-based- per capita consumption.
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While qualitative conclusions concerning rela-
tive welfare levels across regions are preserved,
Table 21.3 shows that between 1961 and 2016
the average growth rates based on real per capita
expenditures in the CEX were slightly over one-
half of those tabulated using GDP (which, in
turn, were less than PCE growth rates). Compar-
ison of Fig. 21.5 with Fig. 21.3 shows that the
levels of estimated expenditures in the CEX
were also substantially below those based on
the PCE. This suggests that the CEX underesti-
mates expenditures relative to the PCE and the
gap has been widening over time. This feature
of the household survey data will have an
important impact on comparisons of growth
rates between real per capita GDP and the
CEX-based measures of the standards of living
across the four regions.17

21.3.2 Household-specific prices

The calculation of individual welfare also re-
quires the prices paid for goods and services.
The CEX records expenditures on hundreds of
items but provides no information on prices.
While the BLS publishes time series of price in-
dexes for different cities and regions, they do
not provide information on differences in price
levels across geographic areas. Kokoski et al.
(1994) use the 1988 and 1989 CPI database to es-
timate the prices of goods and services in 44 ur-
ban areas. I use their estimates of prices for rental
housing, owner-occupied housing, food at
home, food away from home, alcohol and to-
bacco, household fuels (electricity and piped nat-
ural gas), gasoline and motor oil, household
furnishings, apparel, new vehicles, professional
medical services, and entertainment. In 1988
and 1989, these items constituted approximately
75% of all expenditures.

I aggregate these prices to obtain indexes for
seven commodity groups:

Energy: Electricity and piped natural gas,
gasoline and motor oil
Food: Food at home, food away from home,
tobacco and alcohol
Consumer goods: Apparel
Consumer durables: Household furnishings
and operation, and new vehicles
Rental housing
Owner-occupied housing
Consumer services: Professional medical
services and entertainment

TABLE 21.3 Average annual growth of real per
capita expenditure (CEX): 1961e2016.

National Northeast Midwest South West

1961e73 1.73% 1.00% 1.66% 2.66% 1.51%

1973e80 �0.52% �1.32% �0.29% 0.41% �1.20%

1980e90 1.52% 2.19% 0.63% 1.23% 2.10%

1990e2000 1.14% 1.27% 1.93% 0.79% 0.92%

2000e10 1.58% 1.51% 1.10% 1.89% 1.67%

2010e16 1.20% 1.80% 0.30% 1.16% 1.46%

1961e2016 1.21% 1.15% 1.02% 1.47% 1.19%

CEX, consumer expenditure surveys.

17 Differences in population coverage and the definition of expenditure can explain some of the divergence between
the two series. Households surveyed in the CEX record out-of-pocket expenditures while PCE estimates are based on
the receipts of businesses which could include third-party payments. The rapid growth of expenditures on health care
without commensurate increases in out-of-pocket spending would account for some of the gap between CEX and PCE
aggregates. Also, PCE includes several items that are not captured in the CEX such as the expenditures by private
nonprofit institutions and a category described as the “services furnished without payment by financial in-
termediaries.” See Slesnick (1992) for additional discussion.
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Given 1988e89 price levels for these
groups, prices before and after this period
are extrapolated using price indexes published
by the BLS. Most of these indexes cover
the period from December 1977 to the
present at either monthly or bimonthly fre-
quencies depending on the year and the com-
modity group. A detailed description of
the extrapolation procedure can be found in
Slesnick (2002).

Although Kokoski et al. provide estimates of
prices for 44 urban areas across the United
States, the publicly available CEX data do not
report households’ cities of residence in an
effort to preserve the confidentiality of survey
participants. This necessitates aggregation
across urban areas to obtain prices for the
four major Census regions. Because the BLS
does not collect nonurban price information,
rural households are assumed to face the prices
of class Desized urban areas. These areas
correspond to nonmetropolitan urban areas
which are cities with less than 50,000 persons.
The monthly prices are linked to consumer
units in the CEX by region of residence, hous-
ing tenure, and the date at which they were
interviewed.

Fig. 21.6 presents price indexes aggregated
over the seven commodities for each of the
four urban Census regions and rural areas. Of
particular relevance for the analysis of individ-
ual and social welfare are the relative price
levels. Per capita GDP defined in (21.1) is
deflated by a national price index (the GDP

deflator) that does not account for geographic
price differences. The series shown in Fig. 21.6
show that adjusting for price levels could have
an important impact on assessments of regional
welfare levels and trends. The Northeast and the
West have higher than average levels of per cap-
ita GDP but also face the highest prices. The
reverse is true for individuals who live in the
South and the Midwest. Rural households face
the lowest prices and are concentrated in the
Midwest and the South. Given the positive cor-
relation between regional levels of GDP and
regional price levels, accounting for price varia-
tion is likely to have an impact on conclusions
about relative levels of regional welfare. In addi-
tion, average inflation rates are higher in the
Northeast and the West relative to the national
average. This will have the added effect of
reducing estimated regional growth rates rela-
tive to what is obtained using a national price
index.18

To summarize, CEX-based estimates of real
per capita expenditure for the four Census re-
gions yield results that are surprisingly similar
to those based on real per capita GDP. In 1961,
per capita expenditures in the Northeast and
the West were of the same magnitude while
the level in the South was substantially lower.
Higher than average growth in the South
resulted in regional convergence through the
1980s, but high growth in the Northeast after
the 1990s resulted in increased regional disper-
sion through 2016. In most years after the mid-
1980s, the highest levels of per capita

18 While inclusion of regional price variation is clearly an improvement over a single national price index such as the
PCE or GDP price deflators, potentially important sources of measurement error remain. Accurate estimates of price
level differences require that one control for product heterogeneity. This is particularly true of owner occupied and
rental housing which are influential elements of the overall variation of regional prices. Kokoski et al. control for this
heterogeneity using hedonic regression methods using observable characteristics of the housing unit, but one suspects
that unobservable characteristics are likely to be statistically important as well. Although empirically less important,
similar issues arise with other expenditure items. Also, the prices of only approximately 75% of all items are covered
which implies that price variation within the broad commodity groups is ignored for a nontrivial fraction of each
household’s spending.
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expenditure were in the Northeast followed by
the West, Midwest, and South. These key fea-
tures match what was found using the GDP-
based index despite definitional and coverage
differences between the CEX and the national ac-
counts. I have also estimated price levels for
seven commodity groups and, in the aggregate,
find higher prices in the Northeast and the
West and lower prices in the South andMidwest.
This price variation alone will influence conclu-
sions about the relative levels of individual and
social welfare and the associated growth rates.

21.4 The measurement of social welfare

Individual welfare functions are aggregated
to obtain measures of well-being using Bergsone
Samuelson social welfare functions. These func-
tions are consistent with social orderings that

are assumed to satisfy the Arrovian axioms of
unlimited domain, independence of irrelevant
alternatives, and the weak Pareto principle. Un-
limited domain requires the social ordering to
be defined over all possible individual welfare
functions. Independence of irrelevant alterna-
tives implies the ordering of any two states be in-
dependent of a third, and the Pareto principle
requires a social state to be socially preferred if
every individual prefers it.19

Arrow’s assumption of ordinally noncompa-
rable welfare functions can be replaced by as-
sumptions that allow for both the
measurability and comparability of individual
welfare. As demonstrated by Sen (1977) and
Roberts (1980), relaxing Arrow’s assumption of
ordinal noncomparability expands the set of
possible social welfare functions significantly.
Roberts shows, for example, that the assumption
that welfare functions are cardinal and unit
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19 See Roberts (1980) for additional discussion of the axiomatic basis for the social welfare functions described below.
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comparable (i.e., welfare differences between
states are comparable across individuals) yields
a utilitarian social welfare function defined as
the weighted sum of individual welfare
functions:

WðuÞ ¼

P
k
Wk

N
¼ W (21.6)

where u¼ (W1, W2,.,WN) denotes the vector of
welfare functions of every individual in the
population.

An assumption that individual welfare func-
tions are cardinal and fully comparable yields a
social welfare function that is the sum of average
welfare and a linearly homogeneous function of
welfare deviations from the mean. Cardinal full
comparability allows both welfare levels and dif-
ferences to be comparable between individuals.
An example of a social welfare function that is
consistent with this assumption is an egalitarian
specification that is the utilitarian social welfare
function with an additive penalty for dispersion
in the distribution of individual welfare:

WðuÞ ¼ W �
�
1
2

�X�
1
N

���Wk � W
�� (21.7)

The social welfare functions (21.6) and (21.7)
have several advantages over per capita GDP as
measures of aggregate well-being. Both specifica-
tions represent aggregations of individual welfare
functions that are consistent with principles of so-
cial choice. This provides an explicit, axiomatic
foundation for what has often been an ad hoc
normative exercise. Second, arguments of the
social welfare function are consumption-based
welfare functions that depend on expenditures
and prices. The estimates of prices account for
geographic differences in price levels. This yields
a microeconomic foundation for the individual
welfare functions that are aggregated to measure

social welfare. Lastly, both social welfare
functions are sensitive to the distribution of
well-being across individuals. All else being
equal, social welfare will be lower for more un-
equal distributions of individual welfare.

Both social welfare functions can be decom-
posed into measures of efficiency and
inequality20:

WðuÞ ¼ WEFF � WINEQ (21.8)

The efficiency index, WEFF, is the maximum
level of social welfare that is attainable with a
fixed level of aggregate (constant dollar) expen-
diture. If the social welfare functions are
equity-regarding, efficiency is attained at the
perfectly egalitarian distribution of individual
welfare at which expenditure per person is
equalized. At this distribution, both the utili-
tarian and the egalitarian social welfare func-
tions reduce to:

WEFF ¼ ln

 P
M0

k
N

!
(21.9)

whereM0
k is the level of total expenditure of indi-

vidual k evaluated at reference prices. Note the
functional similarity between the measure of ef-
ficiency and real per capita GDP defined in
(21.1).

A measure of absolute inequality is the differ-
ence between the potential level of social welfare
attained at the perfectly egalitarian distribution
of welfare and the actual level of social welfare21:

WINEQ ¼ WEFF �WðuÞ (21.10)

The index WINEQ represents the loss of social
welfare due to an unequal distribution of indi-
vidual welfare. It is greater than zero and, all
else being equal, increases as the distribution of
individual welfare becomes more unequally
distributed.

20 This decomposition was originally proposed by Jorgenson and Slesnick (1984a, 1984b).
21 Absolute measures of inequality are discussed by Kolm (1976a, 1976b) and Blackorby and Donaldson (1980).
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Before I compare regional welfare levels, I
evaluate social welfare and its components for
the aggregate economy. Fig. 21.7 shows na-
tional levels of real per capita GDP, the level
of efficiency defined in (21.9), and the level of
social welfare as defined by the utilitarian spec-
ification in (21.6) using the individual welfare
functions defined in (21.3). The GDP-based in-
dex and the consumption-based measure of effi-
ciency are distribution-free measures of
aggregate welfare. The former shows an
average annual growth rate of 2.0% per year be-
tween 1963 and 2017. The average growth rate
of the measure of efficiency is 1.0% per year
which reflects the sharply lower growth of
CEX-based expenditures described in the previ-
ous section.

The gap between the measure of efficiency
and the social welfare function reflects the bias
that would occur if distributional effects are
excluded from the measure of social welfare.
For the utilitarian specification, the bias (on a

logarithmic scale) is large ranging from 0.18 to
0.26 depending on the year. Of course, the
magnitude of the bias would be even larger
with the egalitarian specification because of the
added penalty for inequality. Although distribu-
tional effects have an important effect on
measured levels of social welfare, Fig. 21.7 also
shows that the trend of the utilitarian social wel-
fare function is similar to the measure of effi-
ciency. In the aggregate, changes in efficiency
dominate changes in inequality in determining
the long-run trend of social welfare in the United
States.

To address the issue of inequality more
directly, I present estimates of the inequality in-
dex (21.10) in Fig. 21.8. This isolates the vertical
difference between the measure of efficiency
and the measure of social welfare. Although effi-
ciency is clearly most influential in reflecting the
trend of social welfare, inequality has changed
over time in the US. Dispersion of individual
welfare decreased between 1961 and 1973 but
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subsequently increased through the mid-1980s.22

Over the 2 decades between 1985 and 2005, the
consumption-based index of absolute inequality
did not exhibit much change. After 2005,
inequality increased through the end of the sam-
ple period although the change was modest by
comparison with the changes in efficiency.

21.5 Regional welfare in the United States

The specification of an explicit social welfare
function provides a benchmark against which
real per capita GDP can be compared. To assess
the performance of GDP as a proxy for social
welfare, I examine the extent to which it pro-
vides consistent conclusions concerning the

ordering of regional welfare levels. I also assess
how qualitative features of regional trends differ
depending on the index utilized. The compari-
son between economy-wide real per capita
GDP and the CEX-based measure of social wel-
fare shown in Fig. 21.7 suggests that significant
differences between the two measures across re-
gions are likely.

The utilitarian and egalitarian social welfare
functions are calculated for each region using in-
dividual welfare functions that depend on total
expenditure and person-specific Paasche price
indexes. Fig. 21.9 shows social welfare levels
for each of the four Census regions between
1961 and 2016 using the utilitarian specification.
In 1961 welfare levels in the Northeast, Midwest,
and West were of similar magnitudes but
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22 The increase in inequality between 1973 and the early 1980s may reflect the change in the CEX from annual to
quarterly reports of expenditures. It seems likely that households smooth consumption decisions over the course of a
year which would yield less observed dispersion of expenditures in the annual data compared with the quarterly
observations.

21. GDP and social welfare: an assessment using regional data498



welfare in the South was substantially lower.
The gap between the Northeast and the Midwest
was 0.07 (on a logarithmic scale) compared with
a difference of 0.30 between the Northeast and
the South. Between 1961 and the mid-1980s the
consumption-based social welfare function
showed regional convergence to such an extent
that between-region dispersion was essentially
eliminated. This reflects the higher than average
growth rate of social welfare in the South. Begin-
ning in the 1990s, welfare in the Midwest and the
South increased faster than the other two regions
and, by 2016, the Northeast, Midwest, and South
had comparable welfare levels while social wel-
fare in the West was below the other regions.

Fig. 21.10 shows regional welfare levels calcu-
lated using the egalitarian specification defined in
(21.7). Despite the added penalty for inequality
associated with this social welfare function, the
ordinal ranking of relative welfare levels across
regions is the same as that based on the utilitarian
specification. Welfare levels in the Northeast,
Midwest, and West were approximately equal
in 1961 andwelfare in the South was much lower;

the difference between the Northeast and the
South was 0.38. As with the utilitarian social wel-
fare function, there was convergence in regional
welfare levels through the early 1990s, but, by
2016, welfare levels in the Northeast, South, and
Midwest were little different and higher thanwel-
fare attained in the West. The heavier penalty for
inequality has the effect of widening the gaps be-
tween regions early and late in the sample period
but preserves the qualitative features of the rela-
tive welfare levels.

Conclusions drawn from the social welfare
functions differ markedly from those based on
real per capita GDP both in terms of the ordering
of regional welfare levels as well as the trends.
Recall from Fig. 21.2 that early in the sample
period, the levels of per capita GDP in the North-
east, Midwest, and West were of similar magni-
tudes and much higher than welfare in the
South. Moreover, between 1961 and 1981, growth
of real per capita GDP in the South exceeded that
of the other regions. This matches what is found
in Figs. 21.9 and 21.10. However, through the
1980s and early 1990s, there was more dispersion
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found with the GDP-based index compared with
the social welfare functions. After the 1990s, the
Northeast exhibited the highest level of growth
and consistently had the highest levels of per cap-
ita GDP followed by the West, Midwest, and the
South. The differences between regions in 2017
were large. This contrasts with Figs. 21.9 and
21.10 that show that the Midwest had the highest
welfare level and the West had the lowest over
the same period. In 2016, social welfare differ-
ences between the Northeast, Midwest, and
South were small and welfare in the West was
approximately 10e15% lower.

What accounts for the differences between the
social welfare functions and real per capita GDP?
The possibilities include:

1. The substitution of expenditures for GDP in
measuring individual and social welfare.

2. The use of cross-sectional expenditure data
from the CEX rather than comparable PCE
data from the national accounts.

3. The inclusion of cross-sectional price variation
in measuring individual and social welfare.

4. The incorporation of distributional effects in
the measurement of social welfare that is
absent from per capita GDP.

We consider the empirical impact of each fac-
tor in turn.

21.5.1 PCE consumption versus GDP-
based measures

The direct impact of using expenditures rather
than GDP to measure social welfare is assessed
by comparing per capita GDP with per capita
PCE as in Section 21.2. Over the 2 decades be-
tween 1997 and 2016, the latter index shows or-
derings of regional welfare that match those
obtained using GDP. Welfare was highest in
the Northeast followed by the West, Midwest,
and the South. Average growth rates based on
the PCE-based index were higher than those ob-
tained using GDP, but both indexes show
between-region dispersion increased over the
sample period. Substitution of PCE expenditures
for GDP alone cannot explain the different
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conclusions that emerge from the consumption-
based social welfare functions and real per capita
GDP.

21.5.2 Consumption measurement in the
Consumer Expenditure Surveys (CEX)

The isolated effect of substitution of nominal
CEX-based expenditures for GDP can be
assessed by comparing real per capita GDP
with real per capita expenditures defined in
(21.5). The latter index deflates CEX expendi-
tures by a national (PCE) price deflator. As
noted in Section 21.3, substitution of CEX esti-
mates of aggregate expenditure for GDP has
the effect of lowering the average growth rate
over the 5 decades by almost one-half both na-
tionally and for each region. Nationally, real
per capita GDP increased at an average annual
rate of 2.0% per year between 1963 and 2017
compared with 1.2% per year for the compara-
ble index tabulated using the CEX. Despite the
lower average growth rates, Fig. 21.5 shows
that the CEX-based index largely preserves the
ordering of welfare levels across regions ob-
tained using per capita GDP. In most years after
1990, the Northeast had the highest levels of
welfare followed by the West, Midwest, and
the South.

Lower levels of estimated expenditures in the
CEX relative to the PCE have been well-
documented.23 Slesnick (1992, 2001) showed
that not only are the CEX levels lower but the
correspondence between the two estimates
have deteriorated over time. This, in turn, results
in substantially lower growth of per capita ex-
penditures in the CEX relative to the PCE. This
divergence is only partially explained by defini-
tional and coverage differences between the CEX

and the PCE. More recent work by Meyer et al.
(2015) demonstrates that this is also related to
increasing measurement error found in a broad
array of household surveys.24

21.5.3 Regional price effects

The impact of regional price variation can be
assessed by comparing real per capita expendi-
ture calculated using the PCE price deflator
(defined in (21.5)) with the measure of efficiency
(21.9) calculated with the person-specific Paa-
sche price indexes. The only difference between
these two measures is the treatment of prices.
Comparison of Fig. 21.5 with Fig. 21.11 shows
that incorporation of regional price differences
largely explains the reordering of welfare levels.
The efficiency index shows greater convergence
over subperiods and different rankings of
regional welfare particularly over the latter half
of the sample period. The assumption that prices
are the same across regions leads to the conclu-
sion that after 1990 the highest welfare levels
were in the Northeast followed by the West,
the Midwest, and the South. Over the same
period, incorporation of regional price variation
shows the highest welfare levels were in the
Midwest followed by the South, Northeast, and
West.

Does the measure of efficiency change conclu-
sions related to welfare convergence over time
across the four regions? As I did with real per
capita GDP, I tabulate the between-region stan-
dard deviation of log per capita consumption
using (21.9). Fig. 21.12 compares the between-
region dispersion of the GDP-based index
(21.1) and the consumption-based measure of ef-
ficiency. The latter shows consistently signifi-
cantly less between-region variation in welfare

23 Houthakker and Taylor (1970) examined the 1960e61 survey and Gieseman (1978) compared the 1972e73 surveys
to the PCE. Slesnick (1992) extended the comparisons to include surveys in the 1980s. See Passero et al. (2015) for more
recent assessments.
24 See, also, Bee et al. (2015) and Attanasio and Pistaferri (2016).
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levels in virtually every year compared with the
GDP-based index. Regional inequality based on
the efficiency index fell sharply between 1961
and 1990. After (1990), between-region disper-
sion increased but remained lower than the in-
dex based on real per capita GDP. Over the
entire sample period, neither index leads to an
unequivocal conclusion of regional welfare
convergence over the 55-year sample period.

21.5.4 Distributional effects

The report by Stiglitz et al. (2009) and subse-
quent work by Fleurbaey (2009), Jorgenson and
Slesnick (2014), and Piketty et al. (2018) point
to the fact that GDP-based measures are at best
incomplete indicators of social welfare because
they do not account for inequality in the distribu-
tion of welfare in ranking social states. I can eval-
uate the impact of welfare dispersion on the
measured levels of social welfare directly by
comparing the regional levels of inequality as
defined in (21.10). The within-region inequalities
for each of the four regions are tabulated using

the utilitarian social welfare function and pre-
sented in Fig. 21.13.

The impact of inequality on the regional wel-
fare measures varied over the years. At the
beginning of the sample period, inequality in
the South was substantially higher than in the
other three regions. Between 1961 and the early
1980s, dispersion in the South decreased sharply
while inequality in the Northeast, Midwest, and
West increased. The sharp decrease in welfare
dispersion in the South and resultant increase
in social welfare over this period had the effect
of sharply reducing the between-region welfare
dispersion that is seen in Fig. 21.9.

From 1985 to 2005, within-region inequality in
the South, Midwest, and Northeast did not
change appreciably which implies that distribu-
tional effects had little impact on the respective
trends of social welfare. By contrast, inequality
in the West increased more than the other re-
gions which amplified the deterioration of its po-
sition relative to the other regions. The lower
levels of inequality in the Midwest from the early
1980s through 2005 partially explain the higher
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levels of social welfare found in this region and
the reverse is true for the West. After 2005
inequality levels in the Midwest and South
increased while corresponding levels in the
Northeast and West showed little net change.
Fig. 21.14 repeats the inequality calculations for
the egalitarian social welfare function. The
measured levels of dispersion are higher as ex-
pected but the qualitative conclusions are the
same.

To summarize, both the utilitarian and egali-
tarian social welfare functions show levels and
trends of regional welfare that are distinctly
different from those based on real per capita
GDP. The two indexes order the relative welfare
levels across regions differently and show sub-
stantially different growth rates. For most years
after 1990, real per capita GDP indicates that
the highest welfare levels are in the Northeast
followed by the West, Midwest, and South. The
social welfare functions show much less disper-
sion of regional welfare levels and indicate that
the highest welfare levels are in the Midwest

followed by the South, Northeast, and West.
These differences are the result of accounting
for regional price variation in the social welfare
functions. Distributional effects also affect both
levels and trends of regional welfare levels in
important ways. Real per capita GDP shows
higher levels of growth compared with the social
welfare functions, but this reflects differences be-
tween estimates of aggregate expenditure in the
CEX compared with PCE in the national
accounts.

21.6 Summary and conclusions

From the inception of national income ac-
counting, it has been understood that there are
conceptual problems associated with the appli-
cation of GDP as a measure of social welfare.
GDP is intended to measure aggregate produc-
tion and may not accurately reflect social well-
being. GDP-based indexes are not functions of
individual welfare measures, and there are no
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well-defined principles of social choice to sup-
port their use. The absence of an explicit norma-
tive framework leads to the use of measures such
as real per capita GDP that ignore distributional
effects in assessing social outcomes.

Although these shortcomings have been
known for decades, GDP continues to be used
either explicitly or implicitly to measure social
welfare. It seems natural to simply assume that
growth of production translates to an increase
of aggregate well-being, and even if GDP does
not exactly fit the bill as a measure of social wel-
fare, it may serve as a reasonable proxy. In this
paper, I have assessed the empirical performance
of real per capita GDP as a representation of
aggregate welfare using long time series of
regional data for the United States. Each region
represents a large (open) economy and the use
of regional data produced by the BEA avoids
many difficult data problems that plague
international comparisons of standards of
living. The evolution of regional welfare levels
is of independent interest in evaluating changes
in efficiency and equity and the extent to which
welfare levels converge as regional economies
grow.

To address the empirical performance of GDP
as a proxy for social welfare, I have specified
explicit social welfare functions to serve as
benchmarks against which an index such as
real per capita GDP can be compared. The argu-
ments of these functions are individual welfare
functions that depend on consumption levels.
Axioms of social choice serve to limit the set of
social welfare functions to specifications that
are sensitive to changes in the underlying distri-
bution of individual welfare. The social welfare
functions are defined to be equity-regarding so
that, all else being equal, more dispersed distri-
butions of individual welfare serve to lower
measured levels of social welfare.

The ubiquity of applications that use real GDP
as a measure of aggregate welfare largely reflects
the ease with which the index can be imple-
mented. Calculation of a measure of social

welfare that incorporates the distribution of
well-being across the population is inherently
more difficult. Individual-level information that
records the consumption of goods and services
and the associated prices is required. In the
United States, the CEX provides household-
level information on expenditures but no infor-
mation on the prices paid. The measurement of
social welfare therefore requires splicing data
on expenditures with price information from
other sources.

Several important conclusions emerge from
regional comparisons of real per capita GDP
with the consumption-based social welfare mea-
sures. As with cross-country studies, assess-
ments of within-country regional standards of
living must confront daunting challenges related
to data access and quality. Aggregate estimates
of total expenditure from the CEX are signifi-
cantly lower than estimates based on PCE in
the national accounts, and the gap between the
two data sources has been growing. This implies
CEX-based estimates of welfare show signifi-
cantly lower levels of growth in the standards
of living relative to comparable estimates based
on the national income accounts. Price-level dif-
ferences across geographic areas are large which
implies that the use of a single national price in-
dex to measure individual and social welfare in-
troduces significant errors.

Even with these challenges, several over-
arching conclusions can be made in assessing
the performance of real per capita GDP as a mea-
sure of social welfare in regions of the United
States. First, GDP clearly does not provide an ac-
curate representation of relative welfare levels
compared with the consumption-based social
welfare functions. Real per capita GDP was
consistently highest in the Northeast and lowest
in the South. Substitution of PCE for GDP does
not change this result. The CEX-based social wel-
fare function generally matches this ordering of
relative welfare levels early in the sample but
shows the Northeast, South, and Midwest re-
gions as having standards of living that were
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of similar magnitude and higher than well-being
in the West after the 1990s.

The divergence of the ordinal ranking of wel-
fare levels is related to differences in price levels
that are not included in a measure of per capita
GDP deflated by the national GDP price deflator.
Price levels were significantly higher in the
Northeast and the West relative to the Midwest
and South, and incorporation of this variation
serves to reorder regional welfare levels and in-
crease the observed level of convergence. In
most years, between-region dispersion of
consumption-based welfare levels was much
lower than corresponding measures based on
GDP.

The use of a social welfare function also al-
lows an assessment of the empirical importance
of distributional effects in assessing welfare
levels. Within-region inequality differed across
regions and exhibited different trends over the
5 decades. Early in the sample, inequality in the
South was much larger than in the other regions
but also decreased sharply between 1961 and the
mid-1980s. Inequality in the West was among
the lowest in 1961 but increased more than the
other regions after the 1970s. This variation had
differential impacts on the levels and trends of
the CEX-based measures of social welfare that
were absent from the estimates of real per capita
GDP.

What are the broad lessons learned about
GDP as a measure of social welfare? The Stiglitz
et al. (2009) report suggests a number of possible
extensions to traditional models of welfare mea-
surement. Other than the inclusion of distribu-
tional effects, these extensions have not been
included in the regional comparisons presented
in this paper. Within the usual framework of
Marshallian individual welfare functions and
BergsoneSamuelson social welfare functions,
real per capita GDP performs poorly as a proxy
for aggregate well-being. One would expect
expansion of the scope for welfare measurement
beyond the traditional paradigm, such as the in-
clusion of nonmarket factors or accounting for

negative externalities, would exacerbate mea-
surement error further.

The regional comparisons also highlight the
importance of accurate estimates of the prices
faced by individuals. This issue is discussed by
Jorgenson (2018) in the context of international
comparisons of GDP as part of the World Bank’s
International Comparison Program. Conversion
of GDP across countries using exchange rates is
flawed and should be replaced with Purchasing
Power Parities. The importance of price differ-
ences across Census regions suggests that an ac-
curate accounting of international variation of
price levels is likely to be highly influential in
the measurement of relative levels of social wel-
fare across countries and their respective trends.

Finally, it is clear that the incorporation of
distributional effects is likely to have an impor-
tant impact on the measurement of the social
standard of living. Even within regions of the
United States, inequality influences levels and
trends of regional welfare in empirically signifi-
cant ways. The widely reported rise of income
and wealth inequality within and between coun-
tries suggests this is likely to have an important
effect on cross-country comparisons of social
welfare. Failure to account for distributional ef-
fects in measuring the social standard of living
would be a significant source of measurement
error.

References
Arrow KJ: Social choice and individual values, New York, 1951,

John Wiley and Sons.
Attanasio OP, Pistaferri L: Consumption inequality, The Jour-

nal of Economic Perspectives 30(2):3e28, 2016.
Attanasio OP, Hurst E, Pistaferri L: The evolution of income,

consumption, and leisure inequality in the US 1980-2010.
In Chicago, 2015, University of Chicago Press, pp
100e140. Carroll CD, Crossley TF, Sabelhaus J, editors:
Improving the measurement of consumer expenditures,
studies in income and wealth, vol. 74. Chicago, 2015, Univer-
sity of Chicago Press, pp 100e140.

Barro RJ, Sala-i-Martin X: Convergence across states and
regions, Brookings Papers on Economic Activity (1):
107e182, 1991.

21. GDP and social welfare: an assessment using regional data506



Barro RJ, Sala-i-Martin X: Convergence, Journal of Political
Economy 100(2):223e251, 1992.

Bee A, Meyer BD, Sullivan JX: The validity of consumption
data: are the consumer expenditure interview and diary
surveys informative? In Chicago, 2015, University of Chi-
cago Press, pp 204e240. Carroll CD, Crossley TF,
Sabelhaus J, editors: Improving the measurement of con-
sumer expenditures, studies in income and wealth, vol. 74.
Chicago, 2015, University of Chicago Press, pp 204e240.

Blackorby C, Donaldson D: A theoretical treatment of indices
of absolute inequality, International Economic Review 21(1):
107e136, 1980.

Browning M, Chiaporri P-A, Lewbel A: Estimating consump-
tion economies of scale, adult equivalence scales, and
household bargaining power, The Review of Economic
Studies 80:1267e1303, 2013.

Chipman JS, Moore J: The compensation principle in welfare
economics. In Zarley A, Moore J, editors: Papers in quanti-
tative economics, Lawrence, 1971, University Press of Kan-
sas, pp 1e77.

Chipman JS, Moore J: Aggregate demand, real national in-
come, and the compensation principle, International Eco-
nomic Review 14(1):153e181, 1973.

Diewert WE: Exact and superlative index numbers, Journal of
Econometrics 4(2):115e145, 1976.

Dynan K, Sheiner L: GDP as a measure of economic well-being,
Hutchins Center on Fiscal and Monetary Policy Working
Paper No. 43, August, 2018.

Fleurbaey M: Beyond GDP: the quest for a measure of social
welfare, Journal of Economic Literature 47(4):1029e1075,
2009.

Friedman M: A theory of the consumption function, Princeton,
N.J., 1957, Princeton University Press.

Gieseman R: A comparison of the 1972-73 consumer expenditure
survey results with personal consumption expenditures in the
national income and product accounts, Bureau of Labor Sta-
tistics Working Paper, January, 1978.

Hicks JR: Consumer’s surplus and index numbers, The Review
of Economic Studies 9(2):126e137, 1942.

Houthakker HS, Taylor LD: Consumer demand in the United
States: analyses and projections, ed 2, Cambridge, 1970, Har-
vard University Press.

Jones CI, Klenow PJ: Beyond GDP? Welfare across countries
and time, The American Economic Review 106(3):2426e2457,
2016.

Jorgenson DW: Production and welfare: progress in eco-
nomic measurement, Journal of Economic Literature 56(3):
867e919, 2018.

Jorgenson DW, Landefeld JS: Blueprint for expanded and in-
tegrated U.S. accounts: review, assessment and next steps.
In Chicago, 2006, University of Chicago Press, pp 13e112.
Jorgenson DW, Landefeld JS, Nordhaus W, editors: A new
architecture for the U.S. National Accounts, studies in income

and wealth, vol. 66. Chicago, 2006, University of Chicago
Press, pp 13e112.

Jorgenson DW, Slesnick DT: Individual and social cost of
living indexes. In Diewert WE, Montmarquette C, editors:
Price level measurement, Ottawa, 1983, Statistics Canada,
pp 241e323.

Jorgenson DW, Slesnick DT: Aggregate consumer behavior
and the measurement of inequality, The Review of Eco-
nomic Studies 51(166):369e392, 1984a.

Jorgenson DW, Slesnick DT: Inequality in the distribution of
individual welfare. In Greenwich, 1984, JAI Press, pp
67e130. Basmann RL, Rhodes GF, editors: Advances in
Econometrics, vol. 3. Greenwich, 1984b, JAI Press, pp
67e130.

Jorgenson DW, Slesnick DT: Aggregate consumer behavior
and household equivalence scales, Journal of Business &
Economic Statistics 5(2):219e232, 1987.

Jorgenson DW, Slesnick DT: Measuring social welfare in the
US national accounts. In Chicago, 2014, University of Chi-
cago Press, pp 43e88. Jorgenson DW, Landefeld JS,
Schreyer P, editors: Measuring economic sustainability
and progress, studies in income and wealth, vol. 72. Chicago,
2014, University of Chicago Press, pp 43e88.

Jorgenson DW, Lau LJ, Stoker TM: The transcendental loga-
rithmic model of aggregate consumer behavior. In Green-
wich, CT, 1982, JAI Press, pp 97e238. Basmann RL,
Rhodes JF, editors:Advances in Econometrics, vol. 1. Green-
wich, CT, 1982, JAI Press, pp 97e238.

Kahneman D, Krueger A: Developments in the measurement
of subjective well-being, The Journal of Economic Perspec-
tives 20(1):3e24, 2006.

Kirman AP: Whom or what does the representative individ-
ual represent, The Journal of Economic Perspectives 6:
117e136, 1992.

Kokoski MF, Cardiff P, Moulton B: Interarea price indices for
consumer goods and services: an hedonic approach using CPI
data, Bureau of Labor Statistics Working Paper No. 256,
1994.

Kolm SC: Unequal inequalities I, Journal of Economic Theory
12(3):416e442, 1976a.

Kolm SC: Unequal inequalities II, Journal of Economic Theory
13(1):82e111, 1976b.

Lewbel A, Pendakur K: Estimation of collective household
models with Engel curves, Journal of Econometrics 147:
350e358, 2008.

Lise J, Seitz S: Consumption inequality and intra-household
allocations, The Review of Economic Studies 78:328e355,
2011.

Marshall A: Principles of economics, London, 1920, Macmillan.
Meyer BD, Mok W, Sullivan J: Household surveys in crisis,

The Journal of Economic Perspectives 29(4):199e226, 2015.
Nordhaus WD, Tobin J: Is growth obsolete? In New York,

1972, National Bureau of Economic Research, pp

References 507



Measuring growth: fiftieth anniversary colloquium, vol. 5.
New York, 1972, National Bureau of Economic Research.

Passero W, Garner TI, McCully C: Understanding the rela-
tionship: CE survey and PCE. In Chicago, 2015, Univer-
sity of Chicago Press, pp 181e203. Carroll CD,
Crossley TF, Sabelhaus J, editors: Improving the measure-
ment of consumer expenditures, studies in income and
wealth, vol. 74. Chicago, 2015, University of Chicago
Press, pp 181e203.

Piketty T, Saez E, Zucman G: Distributional national ac-
counts: methods and estimates for the United States,
Quarterly Journal of Economics 133(2):553e609, 2018.

van Praag B: The welfare function of income in Belgium: an
empirical investigation, European Economic Review 2:
337e369, 1971.

van Praag B: Ordinal and cardinal utility: an integration of
the two dimensions of the welfare concept. In
Blundell R, Preston I, Walker I, editors: The measurement
of household welfare, Cambridge, 1994, Cambridge Univer-
sity Press, pp 86e110.

Roberts KW: Possibility theorems with interpersonally com-
parable welfare levels, The Review of Economic Studies
47(147):409e420, 1980.

Stevenson B, Wolfers J: Economic growth and well-being:
reassessing the Easterlin paradox, Brookings Papers on Eco-
nomic Activity 39:1e102, 2008.

Sen A: On weights and measures: informational constraints
in social welfare analysis, Econometrica 45(7):219e231,
1977.

Sen A: Commodities and capabilities, Amsterdam, 1985, North
Holland.

Sen A: The standard of living, Cambridge, 1987, Cambridge
University Press.

Sen A: Inequality reexamined, Cambridge, MA, 1992, Harvard
University Press.

Slesnick DT: Aggregate consumption and saving in the post-
war United States, The Review of Economics and Statistics
74(4):585e597, 1992.

Slesnick DT: Empirical approaches to the measurement of
welfare, Journal of Economic Literature 36(4):2108e2165,
1998.

Slesnick DT: Consumption and social welfare: living standards
and their distribution in the United States, New York, 2001,
Cambridge University Press.

Slesnick DT: Prices and the regional variation in welfare, Jour-
nal of Urban Economics 51(3):446e468, 2002.

Stiglitz JE, Sen A, Fitoussi J-P: Report by the commission on the
measurement of economic performance and social progress,
INSEE.

21. GDP and social welfare: an assessment using regional data508



C H A P T E R

22

Accumulation of human and market
capital in the United States, 1975e2012:

an analysis by gender
Barbara M. Fraumeni1,2,3,5, Michael S. Christian4

1Central University of Finance and Economics, Haidian, Beijing, China; 2Hunan University, Changsha,
Hunan, China; 3National Bureau of Economic Research, Cambridge, MA, United States; 4Education

Analytics, Madison, WI, United States; 5IZA Institute of Labor Economics, Bonn, Germany

Since the mid-1970s in the United States, there
have been significant increases in female labor
force participation including early-on during
child-bearing ages, substantial change in total
and by gender human capital arising from
higher levels of both male and female educa-
tional attainment, a narrowing wage gender
gap, and reallocation of time by both males
and females. Including an analysis of human
capital by gender points to many of the underly-
ing causes of trends in economic growth;
including human capital in national accounts is
also critical to understanding any trends in eco-
nomic growth. For example, when contributions
to gross private domestic product with and
without human capital are examined, the
1995e2000 subperiod looks less remarkable
because investment in human capital is less
important than in the previous subperiod, while
in the 2007 to 2009 subperiod the impact of in-
creases in investment in tertiary education by

both males and females, among other factors,
leads to healthier economic growth than would
be expected during recession-affected years.
This paper, although presenting national ac-
counts, emphasizes human capital factors by
gender as these impact longer-term trends across
subperiods.

Part I of this chapter outlines human capital
and national accounts methodology. Part II de-
scribes the underlying factors by gender. Part
III presents national-level accounts with and
without human capital. Part IV looks at compo-
nents of human capital by gender over time. Part
V concludes.

22.1 Part I: methodology

22.1.1 Human capital

The human capital model employed in this
chapter is based on the model of Jorgenson and
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Fraumeni (1989, 1992). The Jorgensone
Fraumeni approach is often referred to as a
lifetime-income approach, in which the human
capital associated with a person is equal to his
or her current and future lifetime earnings in
present discounted value. The stock of human
capital is equal to the sum of lifetime earnings
across all persons in a population. Events that
add to the stock of human capital (births, educa-
tion, and immigration) are considered human
capital investment, while events that subtract
from the stock of human capital (deaths, aging,
emigration) are considered human capital depre-
ciation. Jorgenson and Fraumeni’s (1989, 1992)
measures of human capital include not only a
market component based on lifetime earnings
in market work, but also a nonmarket compo-
nent based on time spent in nonmarket work,
defined as time outside of market work,
schooling, and personal maintenance, valued at
an hourly opportunity cost equal to market
wage adjusted for the marginal tax rate.

The specific human capital measures
employed in this paper, which measure human
capital in the United States from 1975 to 2012,
are the same measures as in Christian (2017). In
the nominal human capital measures, per capita
human capital in year y for a person of sex s, age
a, and years of education e is equal to

iy;s;a;e ¼ yiy;s;a;e þ ð1þ rÞ�1ð1þ gÞsry;s;aþ1�
senry;s;a;e iy;s;aþ1;eþ1

þ �
1� senry;s;a;e

�
iy;s;aþ1;e

�
(22.1)

where

s ¼ sex (male or female);
a ¼ age (0e79);
e ¼ years of education (0e18);
iy,s,a,e ¼ per capita lifetime income in year y of
persons of sex s, age a, and years of education e;
yiy,s,a,e ¼ per capita yearly income in year y
of persons of sex s, age a, and years of
education e;

sry,s,a ¼ survival rate in year y of persons of
sex s from age a-1 to age a;
r ¼ discount rate;
g ¼ real income growth rate;
senry,s,a,e ¼ school enrollment rate in year y
of persons of sex s, age a, and years of
education e.

This approach measures lifetime income in a
way that takes into account the probabilities of
survival and of school attendance, both in the
present and in the future. The primary source
of data for measuring yearly income yiy,s,a,e is
the March demographic supplement of the
Current Population Survey (CPS); that for
measuring the school enrollment rate senry,s,a,e
is the October school enrollment supplement of
the CPS; and that for measuring the survival
rate sry,s,a is the life tables of the Centers for
Disease Control. It is assumed that school enroll-
ment only takes place between ages 5 and 34 (at
other ages, senry,s,a,e ¼ 0), and that income is only
earned at ages 14 and older (at earlier ages,
yiy,s,a,e ¼ 0). As in Jorgenson and Fraumeni
(1989), the real income growth rate g is assumed
to be 2%, while the discount rate r is assumed to
be 4%.

An exception to Eq. (22.1) is persons aged 80
and older. For these persons, per capita human
capital is equal to

iy;s;80þ;e ¼
h
1� ð1þ rÞ�1ð1þ gÞsry;s;81þ

i�1

yiy;s;80þ;e

(22.2)

This is the sum of an infinite series and is
equal to expected lifetime income given a yearly
income yiy,s,80þ,e that increases at an annual rate
of g, a constant rate of survival sry,s,81þ, and a dis-
count rate r.

To compute per capita human capital at a
given age a, sex s, and level of education e, one
begins by first computing per capita human cap-
ital for persons aged 80 and older using
Eq. (22.2), and then working backward to ages
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79, 78, etc., all the way to age a by applying
Eq. (22.1). To compute the stock of human capi-
tal, one computes the sum of per capita human
capital times population across all combinations
of age, sex, and education:

hcy ¼
X
s

X
a

X
e

�
pcounty;s;a;e� iy;s;a;e

�
(22.3)

where
pcounty,s,a,e ¼ population in year y of persons

of sex s, age a, and years of education e.
The change in the stock of human capital from

1 year to next can be broken out into net invest-
ment and revaluation as follows:

hcyþ1� hcy ¼ invnetðyÞ þ revaly (22.4)

where

invnetðyÞ ¼
X
s

X
a

X
e

��
pcountyþ1;s;a;e

� pcounty;s;a;e
�� iy;s;a;e

�
(22.5)

and

revaly ¼
X
s

X
a

X
e

�
pcountyþ1;s;a;e

� �
iyþ1;s;a;e� iy;s;a;e

��
(22.6)

Net investment in human capital is the effect
on human capital of changes, from 1 year to
the next, in the size and distribution of the pop-
ulation by age, sex, and education, weighted us-
ing lifetime earnings from the earlier of the
2 years. Revaluation is the change in the nominal
value of lifetime earningsdthe “price” of human
capitaldfrom 1 year to the next, weighted using
the size and distribution of the population in the
later of the 2 years.

In the measures used in this paper, net invest-
ment is not only measured as a whole, but also
broken down into five components: investment
from births; investment from education, net of
aging while in school; depreciation from aging
of persons not enrolled in school; depreciation
from deaths; and residual net investment. These
are equal to:

invbirthsðyÞ ¼
X
s

�
pcounty;s;0;0� iy;s;0;0

�
(22.7)

depdeathsðyÞ ¼ �
X
s

X
a

X
e

�
pcounty;s;a;e

�
1� sry;s;aþ1

�
� iy;s;a;e

�
(22.8)

invedðyÞ ¼
X
s

X
a

X
e

�
pcounty;s;a;esry;s;aþ1senry;s;a;e �

�
iy;s;aþ1;eþ1 � iy;s;a;e

��
¼

X
s

X
a

X
e

��
pcounty;s;a�1;e�1sry;s;asenry;s;a�1;e�1 � pcounty;s;a;esry;s;aþ1senry;s;a;e

�� iy;s;a;e
�

(22.9)

depagingðyÞ ¼ �
X
s

X
a

X
e

�
pcounty;s;a;esry;s;aþ1

�
1� senry;s;a;e

�� �
iy;s;aþ1;e � iy;s;a;e

��
¼ �

X
s

X
a

X
e

��
pcounty;s;a�1;esry;s;a

�
1� senry;s;a�1;e

�
� pcounty;s;a;esry;s;aþ1

�
1� senry;s;a;e

��� iy;s;a;e
�

(22.10)
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invresidðyÞ ¼ invnetðyÞ � invbirthsðyÞ � invedðyÞ
þ depdeathsðyÞ þ depagingðyÞ

(22.11)

Of the above components of net investment,
two are substantive departures from the original
JorgensoneFraumeni approach and deserve
further discussion.

The first of these, investment in education, net
of aging, is the combined effect of having both
increased 1 year in age and 1 year in education
while in school. This is different from the
approach of the original JorgensoneFraumeni
papers, which measured the effect on human
capital from education alone. The effects of edu-
cation and aging are combined here to avoid
making the assumption that the future schooling
outcomes of persons not currently enrolled in
school (who, among children of school age, are
falling “off track” of typical educational prog-
ress) are the same as what the future schooling
outcomes of persons currently enrolled in school
would be in a counterfactual in which they were
not currently enrolled in school. This assumption
can lead to very high measures of gross
educational investment, which are not robust
to alternative assumptions (see Christian, 2010,
for more discussion). It is useful to note that,
because investment in education is measured
net of aging, measures of depreciation from
aging only include persons not enrolled in
school.

The second of these, residual net investment,
is the combined effect of net migration into and
out of the United States and of measurement
error. Net migration is included in residual net
investment because, unlike births, deaths, educa-
tion, and population, it is not measured in such a
way as to be easily incorporated into the human
capital account. Measurement error exists
because the measures of births, deaths, educa-
tion, and population used in the paper are not
perfectly integrated, which means that there
will be some differences in measured population

from 1 year to the next that are not explained by
births, deaths, aging, education, or migration.

When we measure gross investment, we
include residual net investment, as well as
investment from births and education:

invgrossðyÞ ¼ invbirthsðyÞ þ invedðyÞ þ invresidðyÞ
(22.12)

As in the original JorgensoneFraumeni ac-
counts, both market and nonmarket components
of human capital are measured. To measure
these separate components, we begin by
measuringmarket yearly income and nonmarket
yearly income separately. Market yearly income
is measured using average wage, salary, and
self-employment income by year, age, sex, and
education, using data from the March CPS. To
measure nonmarket yearly income, we first
compute per capita hours in nonmarket produc-
tion, equal to per capita hours spent outside of
market work, school (set to 1300 hours per year
times the school enrollment rate), or personal
maintenance (set to 10 h per day) by age, sex,
and education. This is multiplied by the hourly
opportunity cost of not participating in market
work, which is equal to the wage times 1 minus
the marginal tax rate. We compute wages and
hours in market work by age, sex, and education
using the March CPS; school enrollment rates by
age, sex, and education from the October CPS;
and marginal tax rates using the Internet version
of TAXSIM (Feenberg and Coutts, 1993).
Combining market and nonmarket yearly
income produces total yearly income:

yiy;s;a;eðtotalÞ ¼ yiy;s;a;eðmarketÞ
þ yiy;s;a;eðnonmarketÞ (22.13)

We compute market, nonmarket, and total
lifetime income by alternatively using market,
nonmarket, or total yearly income as the
measure of yearly income yiy,s,a,e in Eqs. (22.1)
and (22.2). Similarly, we compute market,
nonmarket, and total human capital stock and
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investment by alternatively using market,
nonmarket, or total lifetime income as the mea-
sure of lifetime income iy,s,a,e in Eqs. (22.3)
through (22.12).

We compute real measures of the human cap-
ital stock by producing a chained Fisher volume
index in which volume is population by age, sex,
and education and weight is lifetime income by
age, sex, and education. This is computed sepa-
rately for market human capital, nonmarket hu-
man capital, and total human capital, using
market lifetime income, nonmarket lifetime
income, and total lifetime income as a weight.
The real human capital stock in a given year y
is equal to the nominal human capital stock in
the base year times the ratio of the value of the
Fisher volume index in year y to the value of
the Fisher volume index in the base year:

hcyðrealÞ ¼ hcbase � ðFy = FbaseÞ (22.14)

where Fy and Fbase are values of the Fisher vol-
ume index in year y and in the base year. Real in-
vestment from births and education and
depreciation from deaths and aging are similarly
computed using a Fisher volume index that uses
lifetime income as a weight and the terms multi-
plied by lifetime income on the right-hand sides
of Eqs. (22.7) through (22.10) as the disaggre-
gated volume.

Real net investment is computed by subtract-
ing the real stock of human capital from a 1-year
lead of the real stock:

invnetðyÞðrealÞ ¼ hcyþ1ðrealÞ � hcyðrealÞ (22.15)

Real residual net investment is computed as
the residual left over from real net investment
after subtracting real investment from births
and education and adding real depreciation
from deaths and aging of individuals not
enrolled in school.

22.1.2 National accounts

The national accounts methodology for all
five national accounts is described in detail in
Fraumeni et al. (2017).1 In this paper, a 2009 pro-
duction account is shown in Table 22.1.2

As in the “new architecture” accounts
(Jorgenson and Landefeld, 2006, 2009), the core
production account of the U.S. Bureau of Eco-
nomic Analysis (BEA) national and income and
product accounts (NIPA) is modified in a num-
ber of ways, but the estimates presented in this
table, aside from the human capital components,
are all but one from the U.S. BEA NIPA (U.S. Bu-
reau of Economic Analysis, various dates). In the
product account to allow for integration with
productivity accounts, property-type taxes are
included, but some other types of taxes, such
as primarily sales taxes, are not included. Impu-
tations for market capital services (see line 16 of
the product account) add into gross private
domestic product (GPDP) several capital ser-
vices that are not in U.S. BEA NIPA Gross Do-
mestic Product (GDP). These include those for
consumer durables and real estate held by insti-
tutions and producer durable equipment held by
institutions. The other imputation included in

1 The five accounts are (1) production, (2) full (expanded) private national labor and gross national property income,
(3) full (expanded) gross private national receipts and expenditures, (4) full (expanded) gross private national capital
accumulation, and (5) full (expanded) private national wealth. Tables in the main body of Fraumeni et al. (2017)
outline the accounts; Appendix B of that paper presents the underlying data for 1948e84 and 1998e2009 for that
previous version of the accounts.
2 2009 is the base year for the national income and product accounts of the U.S. Bureau of Economic Analysis (BEA).
Table 1 comes from p. S396 of Fraumeni et al.(2017), except for the human capital components: lines 18e21 of the
entries under “product” and line 5 of the factor entries under “factor outlay.” These human capital components were
computed by Christian for this paper.
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TABLE 22.1 Production in 2012 (billions of dollars).

Product

1 Gross national product (table 1.7.5, line 4) 16,497.4

2 e Rest-of-world gross national product (table 1.7.5, line 2 minus line 3) 252.9

3 e Compensation of government employees (table 6.2D, line 86) 1,742.8

4 e Government consumption of fixed capital (table 5.1, line 17) 493.6

5 ¼ Gross private domestic product (NIPA definition) 14,008.1

6 e Federal taxes on production and imports (table 3.5, line 2) 118.0

7 e Federal current transfer receipts from business (table 3.2, line 17) 28.7

8 þ Capital stock tax (table 3.5, line 12) 0.0

9 e State and local taxes on production and imports (table 3.5, line 13) 1,004.9

10 e State and local current transfer receipts from business (table 3.3, line 18) 41.9

11 þ Business property taxes (table 3.5, line 27) 440.0

12 þ Business motor vehicle licenses (table 3.5, line 28) 9.8

13 þ Business other taxes (table 3.5, sum of lines 29e31) 80.3

14 þ Subsidies less current surplus of federal government enterprises
(table 3.2, line 32 minus line 19)

70.2

15 þ Subsidies less current surplus of state and local government enterprises
(table 3.3, line 25 minus line 20)

14.8

16 þ Imputations for nonhuman capital services 789.0

17 ¼ Gross private domestic product (Christensen-Jorgenson*) 14,218.7

18 þ Time in household production and leisure 14,886.0

19 þ Investment in human capital, births 9,916.3

20 þ Investment in human capital, education, net of aging 8,032.8

21 þ Investment in human capital, residual 2,258.9

22 ¼ Expanded gross private domestic product 49,312.8

Factor outlay

1 Compensation of employees, all private industries (table 6.2D, line 3) 6,877.2

2 þ Entrepreneurial labor income (imputation) 1,114.6

3 þ Full property outlay (line 17 from the product account,
minus lines 1 and 2 from the factor outlay account)

6,226.9 6,226.9

4 ¼ Gross private domestic factor outlay (Christensen-Jorgenson*) 14,218.7

5 þ Imputations for human capital services from product
account above (lines 18e21)

35,094.0

6 ¼ Expanded gross private domestic factor outlay 49,312.8

Notes: Totals may differ slightly from the sums due to rounding. Table numbers refer to the National Income and Product Accounts (U.S. Bureau
of Economic Analysis, various dates).
* Christensen and Jorgenson developed what is called the U.S. Worksheets, which modified NIPA GDP and factor outlay as outlined above.
The worksheets have never been published, but the earliest published production account using them appears on p. 23 of Christensen LR, Jorgenson DW: U.S.
real product and real factor input, 1929-1967, Review of Income and Wealth 16(1):19e50, 1970.



line 16 of the product account is the difference
between the value of household real estate capi-
tal services imputed in the “new architecture”
accounts and that included in U.S. BEA NIPA
GDP. These modifications are relatively minor
in scale. It is the human capital components
(lines 18 through 21) that substantially change
the magnitude of GPDP.

In the production account, human capital
components appear both in product and factor
outlay. Expanded consumption includes market
consumption as well as time in household pro-
duction and leisure.3 Time in household produc-
tion and leisure, which is valued at the market
wage, excludes time in school and time in sleep
and maintenance. Expanded (gross) investment
includes market investment as well as invest-
ment in births, education, and the residual. Hu-
man capital components are part of labor factor
outlay. In Table 22.1, expanded labor factor
outlay is equal to the sum of all components
except for line 3: property outlay. Human capital
labor factor outlay combines time in household
production and leisure and human capital
investment. As there are no human capital prop-
erty factor outlay components, property outlay
includes only market property outlay.

Net investment does not appear in the
production account, but its components are of in-
terest. Net investment is equal to investment
(gross) which appears in the production account,

minus depreciation due to aging of individuals
not enrolled in school and deaths.

In nominal values, this period’s human capi-
tal stock is equal to the stock in the previous
period plus this period’s net investment and
the previous period’s revaluation. Because
some underlying estimates in the complete
Christian (2017) data base, such as residual net
investment, are negative, all real net investment
estimates are constructed using additive aggre-
gation.4 In 2009 dollars, this period’s human cap-
ital stock is equal to the stock in the previous
period plus this period’s net investment.

22.2 Part II: underlying trends by gender

As noted in the introduction, the period from
the mid-1970s to 2012 is a period of significant
changes impacting on human capital.

Between 1970 and 2010, there were relatively
minor changes in the male civilian labor force
rates by age, but significant changes in the
female civilian labor force rates by age.5 As
Fig. 22.1 shows, between 1970 and 1980, the
shape of the civilian female labor force participa-
tion rate by age profile changed significantly,
from one in which the impact of child-bearing
could clearly be seen to one in which this was
no longer true. The apex of civilian female labor
force participation rate by age profile rose by

3 The adjective “expanded” refers to constructs that include both human and market components. In previous
published versions of this research (Jorgenson and Fraumeni, 1989; Fraumeni et al., 2017) the adjective “full”was used
instead of the adjective “expanded.” In addition, the adjective “nonhuman” was frequently used when referring to
market (nonhuman) components.
4 However, contributions by gender to human components by market, nonmarket, and household production and
leisure are constructed with a T€ornqvist index as the totals for these categories are all positive numbers (for example,
see Fig. 22.8).
5 The sources for figures 1 and 2 are: For years prior to 2010: U.S. Census Bureau, Statistical Abstract of the United States:
2000, Table no. 644. Civilian Labor Force and Participation Rates with Projections (1970) to 2008, p. 403; for 2010:
Toossi, Mitra “Employment outlook: 2010e20, Labor force Projections to 2020: a More Slowly Growing Workforce”
Table 3. Civilian labor force participation rates, by age, gender, race, and ethnicity, 1990, 2000, 2010, and projected
2020, U.S. Bureau of Labor Statistics, Monthly Labor Review, January 2012, pp. 50e51.
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over 10 percentage points between 1970 and
1980 and again between 1980 and 1990, to end
up at around 75%, before the whole profile
showed minor changes between 1990, 2000,
and 2010. As Fig. 22.2 shows, the apex of the
male civilian male labor force profile did drop
from around 95% in 1970, 1980, and 1990 to
around 92% in 2000 and 2010.

Over the period 1975 to 2010, average educa-
tional attainment for both males and females
aged 15 and over increased substantially.6 The

difference between genders is at most 0.4 years
of school; the average for both began in 1975 at
about 11.5 years and ended at something just
over 13 years in 2010. However, a comparison
of average number of years of school by gender
for those aged 25e34 versus 55e64 is striking.
Until 1995 as Fig. 22.3 shows, the difference be-
tween years of school for the younger versus
the older individuals is at least 1.5 years. Begin-
ning in 1995 the difference decreases substan-
tially for both genders, most notably starting in
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FIGURE 22.1 Civilian female labor force participation rates, 1970, 1980, 1990, 2000, and 2010.
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FIGURE 22.2 Civilian male labor force participation rates, 1970, 1980, 1990, 2000, and 2010.

6 The source of the educational attainment (years in school) data is Barro and Lee (2016).
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2000 there is no appreciable difference between
younger and older males. In fact, in 2005 and
2010, years of school of younger males is slightly
less than for older males. In contrast, the number
of years of school of younger females continues
to be greater than for older females. By 2010,
the years of school of younger females is greater
than either that of younger or older males. It is
expected that the female pipeline will lead to a
higher 15 and over average for females than
males as younger females age. This development
is clearly in part a function of a larger percentage

of 18- to 24-year-old females than males enrolled
in postsecondary degree-granting institutions
beginning in 1991 (Fig. 22.4).7

Between 1975 and 2012 the labor income
gender gap narrowed.8 The average income of
a full-time year-round female worker as a
percent of males rose from 56.2% in 1975 to
72.5% in 2012. The increase in the percent is
not monotonic, notably it declined in 1999,
2000, and 2008. The percent peaked at 72.9% in
2007, subsequently hovering at around 72%
from 2010 to 2012.

Female 1975
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Female 2005
Female 2010

Male 1975
Male 1980

Male 1985

Male 1990
Male 1995

Male 2000
Male 2005

Male 2010

10.0 10.5 11.0 11.5 12.0 12.5 13.0 13.5 14.0

Average Years of Educa�on

25-34 years old 55-64 years old25-34 years old 55-64 years old25-34 years old 55-64 years old25-34 years old 55-64 years old

FIGURE 22.3 Educational attainment comparisons by gender, ages 25e34 versus ages 55e64, 1975, 1980, 1985, 1990, 1995,
2000, 2005, 2010.

7 The source of the data underlying Fig. 22.4 is table 302.60 of the National Center for Education Statistics (NCES),
Digest of Education Statistics 2016, https://nces.ed.gov/programs/digest/d15/tables/dt15_302.60.asp, accessed
March 15, 2018.
8 Table P-37 of U.S. Census Bureau, Current Population Survey, Annual Social and Economic Supplements, Accessed
online March 13, 2018. Note that individuals 15 years old and over beginning with March 1980, and individuals 14
years old and over as of March of the following year for previous years are included in the source table estimates.
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At the same time that females’ average wages
as a percent of males’ rose, the allocation of time
between market work and time in household
production and leisure changed.9 As a share of
time excluding sleep and maintenance, in 1975
males on average spent a larger share of their
time in school than females; the probability
that a male was enrolled in school is greater
than that for a female. By 2012, this share of
time is almost equal for males and females
because the probability that a female is enrolled
in school caught up to that of males. Of greater
interest are the changes in shares of time in mar-
ket work and household production and leisure
excluding time in school over this time period. It
is not surprising that as a larger percentage of fe-
males moved into the labor force, they
substitutedmarket work time for household pro-
duction and leisure time, to the tune of about

0.05 percentage point in the shares (see
Table 22.2). Males substituted household pro-
duction and leisure time for market work time,
but they reallocated their time on average to a
much lesser degree as the change amounted to
only 0.006 percentage point in the shares.

22.3 Part III: national level accounts

Including human capital in any analysis is key
to understanding economic growth. Figs. 22.5
and 22.6 show the growth accounting compo-
nents with and without human capital.10 On
the output side, the contributions to economic
growth are those from consumption and invest-
ment. On the input side, the contributions to eco-
nomic growth are those from capital, labor, and
change in multifactor productivity growth.
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FIGURE 22.4 Percentage of 18- to 24-year-olds enrolled in postsecondary degree-granting institutions by gender,
1975e2012.

9 Time use and all human capital data, which were computed for this paper based on Current Population Survey data,
come from Christian.
10 All real estimates in this paper combining human and market components are constructed with a T€ornqvist index.
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Fig. 22.6 includes the expanded GPDP compo-
nents, while Fig. 22.5 does not. As Table 22.1
shows, the expanded GPDP human capital com-
ponents, which include investment in education,
net of aging, time in household production and
leisure, and the residual, are very large relative

to GPDP. Growth in human capital components
depends upon population growth by category,
and increasing levels of education and wage
growth as reflected in lifetime income weights.
These all grow slowly compared to GDP. Ac-
cording to the World Bank, US population

TABLE 22.2 Shares of time in market work and household production of leisure all ages,
including children, 1975 and 2012.

Male hours share Female hours share

Market work
Household production
and leisure Market work

Household production
and leisure

1975 0.225 0.775 0.112 0.888

2012 0.219 0.781 0.164 0.836
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FIGURE 22.5 Contributions to gross private domestic product and economic growth without human capital, 1976e2012.
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growth from 1975 to 2012 averaged 1.04% per
year.11 Human capital estimates in this paper as-
sume a real labor income growth rate of 2% per
year. The progress in raising the average number
of years in school for the population 15 and over
(Barro and Lee, 2016) is notable, the increase per
year averages at most 0.4% per year from 1975 to
2010. The average rate of growth in real GDP is
2.9% per year from 1975 to 2012.12 Individuals
are more highly educated on average, but popu-
lation growth is slow. Accordingly for the whole

period 1975 to 2012, it is not surprising that the
rate of growth of GPDP excluding human capital
is almost double that of expanded GPDP
including human capital (see Table 22.3); in
addition, the 1976 to 2012 contribution of multi-
factor productivity change excluding human
capital is about three times that in the accounts
including human capital.13

In all subperiods starting with 1996 or later
there are notable differences in the contributions
with and without human capital as well as
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FIGURE 22.6 Contributions to expanded gross private domestic product and economic growth with human capital,
1976e2012.

11 World Bank, World Bank Indicators, last updated March 1, 2018, accessed online April 14, 2018.
12 U.S. BEA NIPA, table 1.1.1, accessed April 14, 2018.
13 As the quantities of human capital investment and time in household production and leisure on the output side
appear as nonmarket labor input on the input side, human capital components do not contribute to multifactor
productivity.
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changes in the relative growth rate of GPDP
across subperiods.14,15 Between 1995 and 2000
and 2000 and 2006, the quantity of human capi-
tal investment either rose slightly or fell. As
Fig. 22.3 shows, 1995 is the year in which the
average years of school of 25e34 year olds

compared to 55e64 year olds for both genders
narrowed. In subsequent years, as previously
noted, there is almost no difference in years of
school for the younger and older males. The sub-
period 1996e2000 is a remarkable time for the
impact of computers on economic growth, but

TABLE 22.3 Real rate of growth of gross private domestic product (GPDP) with and without
human capital, 1975e2012.

Years

GPDP GPDP Ratio of growth rates of
GPDP without
human capital to with
human capital

Without human
capital

With human
capital

1975e2012 3.14 1.61 1.95

1975e2000 3.64 1.93 1.88

1975e1995 3.35 1.97 1.70

1995e2000 4.79 1.81 2.65

2000e12 2.12 0.94 2.26

2000e06 3.06 1.20 2.55

2006e09 -0.36 0.86 -0.42

2009e12 2.71 0.50 5.45

14 In the “Contributions to Expanded Gross Private Domestic Product and Economic Growth” charts, the following
growth rates are included in the calculation of contributions by subperiods.

1976e2012 1975e76 . 2011e12

1976e2000 1975e76 . 1999e2000

1976e95 1975e76 . 1994e95

1996e2000 1995e96 . 1999e2000

2001e12 2000e01 . 2011e12

2001e06 2000e01 . 2005e06

2007e09 2006e07 . 2008e09

2010e12 2009e10 . 2011e12

15 Contributions are calculated as a weighted rate of growth of quantities in logs, where the weights are the average
share of this period’s and last period’s nominal values. The multifactor productivity change contribution is the
exception as it is the rate of growth of the quantity of output minus the contributions of all inputs.
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not for human capital investment.16 When hu-
man capital is included, there is little difference
between this and previous subperiods. In
2001e06, the contribution of investment
including human capital is only one-tenth of con-
sumption including time in household produc-
tion and leisure.

During the 2007 through 2009 Great Reces-
sion years, tertiary enrollment and time use by
both men and women differs compared to other
subperiods.17 Changes in tertiary enrollment
percentages and time use shares by either gender
are small or nonexistent in the prior and the later
subperiod. From 2006 to 2009, the percentages of
individuals aged 18 to 24 enrolled in a postsec-
ondary degree-granting institution increased
substantially and the share of time devoted to
work dropped by almost the identical amount
that the share of time in household production
and leisure increased as the share of time
devoted to school stayed almost constant. From
2006 to 2009, the percent of 18- to 24-year-old
males enrolled in a postsecondary degree-
granting institution increased by 4.3 percentage
points from 34.1% to 38.4%; for females the com-
parable figures are 3.6 percentage points from
40.6% to 44.2%.18 Over the same period, consid-
ering time devoted to household production and
leisure and market work, the male share of time
devoted to household production and leisure
(market work) rose (decreased) by 2.4 percent-
age points; for females the comparable figure is
0.8 percentage points.

From 2007 to 2009, as shown in the output
side of the contributions charts, the contributions
of both consumption and investment are larger

in absolute value terms when human capital is
excluded; however, output growth is positive
only when human capital is included. The in-
crease in tertiary enrollment is a positive invest-
ment in education, net of aging, contribution to
economic growth as is the increase in consump-
tion from a larger share of time devoted to
household production and leisure. In addition,
from 2006 to 2009, in spite of the recession begin-
ning in late 2007, the quantity of market con-
sumption increases, while the quantity of
market investment as expected decreases
substantially.

During the same period, the fact that human
labor input is so large relative to market labor
input, ranging from about 80 to 83% of total
nominal labor input, changes the growth picture
substantially. Human labor input is set equal to
human capital investment, including the resid-
ual, plus time in household production and lei-
sure. First, the positive contribution of human
labor input outweighs the negative contribution
of market labor input. Second, although in both
charts capital input is all market capital input,
because the share of market capital input is
much smaller in the chart including human cap-
ital given the large magnitude of human labor
input, the contribution of capital to output is
substantially less than in the chart without hu-
man capital. The contribution of multifactor pro-
ductivity change is negative both with and
without human capital, but it is substantially
less negative when the positive influence of hu-
man labor input is factored into the analysis.
The contribution of multifactor productivity
change is negative both with and without

16 Human capital investment in education occurs when individuals are in school.
17 The official dates for the “Great Recession” from the National Bureau of Economic Research Business Cycle Dating
Committee are December 2007 (peak) to June 2009 (trough). Annual growth rates in real GDP declined substantially
from 2004 through 2007, accordingly it is not surprising that time use and enrollments are impacted beginning in
2007. U.S. BEA NIPA real GDP annual growth rates are: 3.8% in 2004, 3.3% in 2005, 2.7% in 2006, and 1.8% in 2007.
18 Table 302.60, NCES, Digest of Education Statistics 2016. https://nces.ed.gov/programs/digest/d15/tables/dt15_
302.60.asp.
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human capital, with the contribution of multi-
factor productivity change without human capi-
tal being more than four times more negative
than that with human capital.

In the next subperiod: 2010e12, market
investment recovers; the quantity of market in-
vestment increases by about 25% between 2009
and 2012, but the quantity of human investment
declines by over 4% in the same time period. On
net, expanded labor input decreases, and capital
input (which is all market) increases, and the
contribution of multifactor productivity growth
to growth in expanded GPDP is almost a full per-
centage point less than the contribution of multi-
factor productivity growth to growth in GPDP,
excluding human capital.

22.4 Part IV: human capital components
by gender

Delving into the components of human capi-
tal investment and stock and allocation of time
by gender reveals additional trends over time.
Gross investment is the sum of births, education,
net of aging, and residual components (Eq.
22.12). Net investment subtracts depreciation
due to aging of individuals not enrolled and

deaths. Both investment and stock can be sepa-
rated into market and nonmarket components.
The nonmarket component includes human cap-
ital investment and time in household produc-
tion and leisure. As residual net investment
and some elements of detailed investment by
gender, age, and education can be negative, con-
tributions cannot be calculated for human capital
gross or net investment except by market human
and nonmarket human components.

In most cases between 1975 and 2012, male
nominal investment shares and stock shares of
totals for the country generally trend downward
and female nominal shares generally trend up-
ward. In all cases, the pace of the share changes
slowed sometime in the 1990s and the percent
change between 1975 and 2012 is larger for
females than for males. It is not surprising that
the biggest percent change in any share at
15.8% is for female investment in births (see
Table 22.4); however, the female percent changes
for investment in education, net of aging, depre-
ciation due to deaths, and human capital stock
are all between 13.4% and 14.0%. No female
share of total for the country is at or above
50%, but all but one are close to 45% or above
by 2012. All female shares begin in the range of
about 35%e40%. The largest decrease in the

TABLE 22.4 Human capital components nominal shares, 1975 and 2012.

Year

Gross investment Investment in births Investment in education, net of aging

Male Female Male Female Male Female

1975 0.592 0.408 0.614 0.386 0.611 0.389

2012 0.556 0.444 0.553 0.447 0.556 0.444

Depreciation

StockAging from individuals not enrolled in school Deaths

Male Female Male Female Male Female

1975 0.590 0.410 0.651 0.349 0.591 0.409

2012 0.545 0.455 0.604 0.396 0.537 0.463
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male percent share is for investment in births,
foretelling future changes in human capital
stocks.

Table 22.2 demonstrated that women are
spending less of their time in household produc-
tion and leisure, but the nominal share of house-
hold production and leisure, relative to market
and nonmarket human capital investment nom-
inal shares, has increased (see Table 22.5). This
occurs as a result of wages paid to women rising
by more than enough to compensate for the
reduction in time. In Table 22.5, three-way and
two-way nominal shares are both presented.
Although the share of male nonmarket human
capital is essentially unchanging between 1975
and 2012, it is in part because there is a realloca-
tion of time between market work and time in
household production and leisure as Table 22.2

shows.19 In both two-way and three-way com-
parisons, the female market and nonmarket hu-
man capital investment nominal shares remain
substantially below those for men compared to
the time in household production and leisure
nominal share. In addition, in both comparisons,
the female nominal share of time in household
production and leisure remains substantially
above those for men.

Examining real net investment components:
investment in births and education, net of aging,
residual, and aging from individuals not
enrolled in school and death depreciation, un-
derscores gender and subperiod differences. In
absolute value terms, the size of the real net in-
vestment components are significantly different
between the first major subperiod: 1975 to
2000, and the second: 2001 to 2012. Fig. 22.7

TABLE 22.5 Human capital investment and time in household (HH) production and leisure, nominal Shares, 1975
and 2012.

Year

Male Female

Market
human capital

Nonmarket
human capital

Time in HH
production
and leisure

Market
human capital

Nonmarket
human capital

Time in HH
production
and leisure

1975 0.316 0.333 0.351 0.165 0.416 0.419

2012 0.266 0.331 0.403 0.191 0.360 0.449

Male Female

Market
human capital

Nonmarket
human capital

Market
human capital

Nonmarket
human capital

1975 0.487 0.513 0.284 0.716

2012 0.446 0.554 0.347 0.653

19 The nominal value of time in household production and leisure only depends on time spent today and the current
market wage. Since market and nonmarket human capital are lifetime income constructs, there are a number of
factors which affect their nominal value, such as expected future education, number of working years, and survival
rate. The real income growth rate is 2% for all future years.
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shows that the positive and negative compo-
nents for both genders become significantly
larger.20,21 The increasing levels of education,
particularly tertiary education, influence both in-
vestment in education, net of aging, and invest-
ment in births, the latter as the expectation of
higher future enrollments increases newborns’
expected lifetime income. In 2000, although the
average years of school of males aged 25e34 is
almost the same as the average years of school
of males aged 55e64, the average years of school
for those younger is substantially greater than it
is in 1995 (Fig. 22.3). Female average years of
school for those aged 25e34 continued to in-
crease over the second major subperiod. As

individuals age, their lifetime income decreases
as they have fewer years before they die. Baby
boomers births, those born between mid-1946
and mid-1964, which created a demographic
bulge, by 2001 are between 37 and 55 years of
age, and by 2012 are between 48 and 66 years
of age.22 Accordingly, it is not surprising that
the male share of real net investment for both ag-
ing for individuals not enrolled in school and
death depreciation becomes more negative in
each of the subperiods 2001e06, 2007e09, and
2010e12. Although the female share of net in-
vestment for aging for individuals not enrolled
in school and death depreciation does not
become more negative in each of the three
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FIGURE 22.7 Shares of real net investment by gender, 1975e2012 (percent divided by 100).

20 The sum of the real net investment percent shares is 100, but in Fig. 22.7 the percent shares are divided by 100 to fit
them within the bars. Accordingly, the percent shares in Fig. 22.7 sum to 1.0.
21 Contributions cannot be computed by these components of real net investment as residual investment is negative in
a number of years. For the same reason, net investment is computed with additive aggregation.
22 Colby and Ortman (2014).
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subperiods, these shares are significantly more
negative than those for the first major subperiod.
In general, depreciation from aging for individ-
uals not enrolled in school is greater for more
highly educated individuals than for less highly
educated individuals. Women live longer than
males on average and are becoming more highly
educated, but even in 2010 older males are more
highly educated on average than older females
(Fig. 22.3).

Another way to examine gender differences is
to consider contributions of the expanded GDP
components: market human capital net invest-
ment, nonmarket human capital net investment,
and time in household production and leisure
net investment to human components by gender
as shown in Fig. 22.8.23,24 In all but the earliest

lowest level subperiod: 1976e95, for both gen-
ders, there are at least some negative contribu-
tions, but the time in household production
and leisure contribution is always positive. As
the time that men spend in household produc-
tion and leisure is going up, it is expected that
the contribution of this component will be posi-
tive. The fairly consistent downward trend in fe-
male time in household production and leisure
per capita ends in 2000, yet female total time in
household production and leisure increases in
all years as population growth more than offsets
the decrease in time per capita. In the 2007e09
subperiod the contribution of male time in
household production and leisure is substan-
tially larger than it is for other years. In the
same subperiod, the female contribution is larger
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FIGURE 22.8 Expanded GDP contributions by gender 1975e2012.

23 These contributions can be presented as nonmarket labor outlay is estimated with a T€ornqvist index from the
aggregate quantities of market and nonmarket human capital investment and time in household production by
gender, which are always positive.
24 The investment in human capital, residual is included in the respective net investment totals.
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than in any other subperiod. In both cases, the
cause is a reallocation time away from market
work time to time in household production
and leisure during the U.S. Great Recession as
already described. Beginning in 1996e2000, for
both genders, the contribution of market and
nonmarket net investment in human capital is
negative or very small, except in 2007e09. In-
vestment in education, net of aging, which oc-
curs only when individuals are in school, is one
of two positive additions to net investment in
human capital. As previously described,
2007e09 is a subperiod in which the percentage
of individuals 18e24 who enrolled in tertiary ed-
ucation increased substantially. However, be-
tween 2009 and 2010, this enrollment leveled
off, before decreasing between 2011 and 2012.
From 1975 to 1990, births increased in every

year but two.25 Subsequently births declined
from 1990 through 1997, then increased in most
years, but then declined again from 2007
through 2012.26 The impact of the decrease in
births starting in 2007 is most felt in nonmarket
net investment in human capital. It is not surpris-
ing that births decreased during the recession
because of the uncertainty the recession created.
In 2010e12, the rate of growth of the quantity of
net investment is a negative 1.1% for males and a
negative 4.1% for females. In this subperiod, the
share of real net investment for both deprecia-
tion from aging for individuals not enrolled in
school and death is significantly larger than for
any other subperiod, reflecting the aging of the
baby boomers.

The final figure shows the contribution to
human capital stock by gender (see Fig. 22.9).
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FIGURE 22.9 Human capital stock contributions by gender, 1975e2012.

25 U.S. Census Bureau, Statistical Abstract of the United States: 2012, Section 2: Births, Marriages, and Divorces, Table no.
78. Live Births, Deaths, Marriages, and Divorces: 1960 to 2008, p. 65.
26 Hamilton and Kirmeyer (2017).
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Growth in human capital stock slows during the
later subperiods beginning in 2000, primarily for
demographic reasons. During this time popula-
tion growth is slowing and baby boomers are
aging. Even during the earlier subperiod:
1975e2000, when population growth is higher,
population growth still averages only 1.1%.27

Accordingly, contributions to human capital
stock are all fairly small. Investment in educa-
tion, net of aging, is still an important source of
growth in the stock, but the pace of increases in
educational attainment, particularly among
those 25e34, has slowed. Female labor force
participation and the ratio of females to male
wages stagnate by the end of this second major
period. It is notable that female human capital
stock contributions exceed those of males in
each of the subperiods beginning in 1996. There
are clear differences between the first major
subperiod: 1975e2000 and the second: 2001 to
2012. Between 1975 to 2000 and 2001 to 2012,
the male market contributions dropped by 0.15
percentage points and the male nonmarket
contribution dropped by 0.11 percentage points.
Between the same two periods, the female mar-
ket contribution dropped only 0.04 percentage
points and the female nonmarket contribution
by just 0.09 percentage points. In addition, the
share of male market contributions in total
male contributions fell by over 16 percentage
points; the female market share of contributions
to human capital stock also dropped, but only by
just over 2 percentage points. As Fig. 22.6 previ-
ously demonstrated, there are clear differences
between the earlier major subperiod and the
second.

22.5 Part V: conclusion

This paper has documented that there have
been significant changes in human capital in
the United States over the period 1975e2012.

Analysis by gender points out that although
changes in male human capital occur, the
changes in female human capital arising from
significant underlying trends in labor force
participation, educational attainment, relative
wages, and time use are even greater. In
addition, the first major subperiod: 1975e99,
typically looks quite different than the second
major subperiod: 2000e12. The future is more
likely to look like the second major time period:
2000e12, than the first: 1975e99, as the underly-
ing trends have not continued to more recent
years. Without an analysis including human
capital and an analysis by gender, important
elements of past, present, and potential future
economic growth in the United States would be
missed.
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